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CHAPTER 1 

INTRODUCTION 

Images are produced for the purpose of recording, di~playing, and analyzing 

useful information. Image processing is an essential and ,useful subject that has 

entered various fields in the real life today. It has important ~pplications in the areas 

of education, medicine, industry, military, etc. The field of digital image processing 

can be divided into the following categories [73]: 

1- Digitization and compression: Representing the iinage in a suitable and 

efficient format for further processing and manipulation. 

2- Enhancement, identification, restoration, and reconstruction: Upgrading and 

improving the distorted data by reducing artifacts and corruption. 

3- Matching, description, and recognition: Measuring properties and 

relationships between images or different parts of an image, and classifying image 

objects. 

The subject of this thesis deals mainly with the secon~ category, namely, blur 

identification and image restoration. The field of image restoration, sometimes 
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can be divided into the following categories [73]: 

1- Digitization and compression: Representing the iinage in a suitable and 

efficient format for further processing and manipulation. 
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referred to as image deblurring, is concerned with the construction or estimation of 

the original image from a corrupted one. Basically, it tries to perform an inverting 

operation that will produce an image that is "as close as possible" to the original one. 

In doing so, the restoration methods assume that the characteristics of the degrading 

system and the noise are known a priori. However, in practice, one usually has 

hardly enough knowledge to obtain this information directly from the image • 

formation process. The aim of the other related field, image identification, is to 

estimate the properties of the imperfect imaging system from the observed image 

itself prior to the restoration process [42]. Thus, the two problems are related to 

each other in the sense that good restoration results depend on how accurate the 

identified parameters are to the actual situation. 

The available literature indicates that the field of image restoration has gained 

much more attention than the field of identification. Although this is true for the 

monochrome case, neither of the two fields has adequately been studied in the 

multichannel case, i.e., the parameter identification and restoration of, say, color or 

multispectral images. In fact, there is not any comprehensive study today that 

discusses the identification process in the multichannel case. One of the main 

purposes of this research is to investigate some novel identification techniques and 

their implementations in the monochrome and multichannel image processing. 

1.1 Image Restoration 

The process of image restoration is the process of obtaining the original image 

from a distorted and noisy one. This process involves using a priori knowledge 

available about the original image, mainly the point spread function (PSF) and the 
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noise statistics, which are either assumed or given. The PSF describes the 

characteristics of the degradation in the imaging system. For example, it may be 

known that an image has gone through a certain degradation, or it can be assumed 

from its appearance to have suffered from a well-known degradation. 

Suppose that the image formation can be adequately described by a linear 

spatially invariant relation and that the noise is additive. The observed image r(m,n) 

is then given as 

r(m,n) = s(m,n)*h(m,n) + v(m,n) (1.1) 

where (*) denotes 2-D convolution, s(m,n) represent the original (ideal) image, 

h(m,n) is the degradation point spread function of the image formation system, and 

v(m,n) is the noise in the observed image. This modeling will be fully discussed in 

chapter 2. The restoration scheme is represented in the Figure (1.1) where s(m,n)is 

the restored or estimated image. 

s(m,n) 
-_~ Image Model t----.. 

Degradation 
h(m,n) 

,..----....,s(m,n) 
Restoration 

v(m,n) 

Figure 1.1 A priori restoration scheme. Knowledge about the image formation 
model, degradation, and noise is used in the restoration process. 
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1.2 Image Identification 

Image identification (sometimes called blur identification or image-blur 

identification) refers to the process of estimating the parameters of the blur, noise 

and the original image in order to use them in restoring the original image. The 

combined process of identification and restoration of the image is sometimes referred 

to as a posteriori restoration. Figure 1.2 shows the schematic representation of this 

process. In the figure it is shown that prior to the restoration process, the 

characteristic of the blur (i.e. the PSF = h(i,j», and some statistical properties of 

the noise and the original image must be estimated. 

s(m,n) 
Image Model 

Degradation 
h(m,n) 

v(m,n) 

Identification 

Model Structure 

r-----,s(m,n) 
Restoration 

Figure 1.2 A posteriori identification and restoration scheme. The image 
model, blur, and noise are estimated prior to the restoration. 
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) 

The quality )of the estimated parameters and the performance of the 

identification algorithm can only be evaluated after the restoration is done. This is 

due to the fact that each parameter contains some estimation errors. Thus, the overall 

image identification process must be conjunct with the restoration problem for 

accurate evaluation. 

The success of the restoration process in a given application depends on how 

close the assumed mathematical model is to the real degradation. In most real 

applications, the cause of the blur is not known. Thus, the first step is to identify the 

kind of blur the image has suffered. This is very difficult if the a priori information 

about the source of the blur and noise is not available. 

In practice, it is assumed that the blur is either due to out-of-focus or relative 

motion between the object and the camera, since they are the most common causes of 

blur in image processing [61]. These blurs can be modeled as a function of one 

parameter. In other cases, blur can b~ modeled as a fu~ction of a number of 

parameters, in which case, the blur identification problem reduces to the estimation 

of these parameters [61]. 

1.3 The Degradations 

During the process of image formation, some types of distortion and 

degradation alter the original image. There are many causes of this degradation that 

can be categorized mainly as blurs and noise. Normally, blurs are due to lens 

aberrations, diffraction effects of finite apertures, atmospheric turbulence, and/or 

relative motion(s) between object and the optical system. A blurred image is usually 

modeled as the linear convolution of the ideal image with the point spread function 
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(PSF) of the blur. On the other hand, noise is due to imperfections in the 

transmission medium, the recording medium, measurement errors, and/or 

quantization. The observation noise is usually assumed to be additive white 

Gaussian noise that is independent of the signal. Mathematically, degradation can be 

classified as point (e.g. additive noise), and spatial degradation (e.g. loss of 

resolution due to the integration of the imaging system) [19]. In chapter 2 we will 

discuss the modeling of the blur and noise in more detail. 

1.4 Literature Review 

In this section we review the research and development in the field of image 

restoration and identification. First we mention the available studies in this field for 

the single channel or monochrome images, then we provide a similar review for the 

multichannel and color imaging. 

1.4.1 Restoration Methods 

In the past three decades, a considerable amount · of research has been 

performed on developing restoration filters and algorithms based on using a priori 

knowledge. The restoration process is an ill-posed problem where the solution 

involves finding the inverse of the imaging process [3,17,19,56]. Among the 

simplest approaches for image restoration is inverse filtering [3,29]. In this case, the 

restoration process is implemented simply by convolving the observed blurred image 

with the inverse of the PSF of the blur (or in the frequency domain multiplying it by 
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the transfer function of the inverse of the PSF). Unfortunately, this method can only 

be used if the inverse of the blur PSF exists and the noise is negligible. These 

conditions make this approach, in practice, limited to few ap~lications. 

A more practical approach is the linear minimum mean square error (LMMSE) 

methods, in which the mean square error" between the estimate and the ideal image is 

minimized. One class of these filters is the famous Wiener filter in which the power 

spectrum of the ideal image is assumed to be known [3,24]. Another class is the 

constrained least square filters which are usually implemented in the frequency 

domain [26]. A third class that is extensively used is the recursive Kalman filter in 2-

D which is implemented in the spatial domain [12,95,96]. 

Iterative techniques use a more practical approach in which the restoration 

scheme is terminated prior to convergence. The advantages of such techniques is that 

no matrix inv~rsion is required, extension to more complex models is attainable, and 

they allow the possibility of inspecting the results in steps [35]. 

Spatially adaptive techniques are used to restore images that are dependent on 

the local image content [30]. In [52], a minimum-error minimum correlation 

criterion is implemented in conjunction with an adaptive windowing technique to 
, 

restore noisy images adaptively. A different approach using generalized cross-
I 

validation criterion (GCV) is implemented [69,70]. In this approach, space-variant 

regularization and data error terms are incorporated and an efficient method for 

estimating the GCV criterion using image restoration techniques is presented. 

Tekalp and Kaufman [84] provide an extensive review of some adaptive restoration 

methods. 

In such adaptive techniques, the artifacts of ringing (the undesired regular 

patterns that normally appear in the image after the restoration process) can be 

significantly reduced, as demonstrated by [43,86]. In [55], a regularized 
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constrained total least squares approach is used to solve a set of perturbed linear 

equations that describes the distorted image. In a recent paper [1], the ringing 

problem is tackled by padding the image with a reflected.version of itself which 

produces visually accepted results. 

Deterministic approaches in image restoration involve the use of deterministic a 

priori knowledge about the original image and the noise. This knowledge is 

formulated as (nonlinear) constraints on the restored image [80,99]. Then, by using 

an iterative technique known as the method of projection onto convex sets (POCS), 

an image is found satisfying all the a priori constraints [91]. The use of deterministic 

knowledge with spatial adaptivity have been proposed in [43,46] where a 

constrained iterative optimization strategy is employed. 

In summary, restoration filters or processes can be categorized as stochastic or 

deterministic. Stochastic restoration assumes the signal involved in the system as 

random processes. The minimum mean square error (MMSE), the maximum 

entropy (ME) are just two examples of such restoration' filters. Deterministic 

restoration assumes the signals involved as deterministic with some constraints as in 

the methods of least square criterion and POCS. 

Computationally, the above filters can be categorized as linear/nonlinear, 

iterative/noniterative, and recursive/nonrecursive, depending on the implementation 

method. For example, Wiener filters which are based on theMMSE criterion can be 

implemented both iteratively and noniteratively. Andrews and Hunt, and Jain [3,29] 

provide an intensive review of the above classification. Sezan and Tekalp [81] 

discus recent developments of the above techniques. 

Image restoration has also been approached by fairly new emerging 

technologies such as fuzzy sets [15], neural networks [,18,103], mathematical 

morphology [21], and wavelets [9,10]. 
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1.4.2 Image Identification methods 

From the available literature it could be said that restoration filters and 

algorithms have received a great deal of attention. However, the related field of 
I 

research of image identification has received little emphasis, in spite of its importance 

and practicality. 

The earliest work on blur identification started with estimating the point spread 

function (PSF) of the image using some analytic characteristics of the imaging 

system. An example of such an approach is the use of spectral and cepstral 
I 

techniques to approximate the PSF. Since the location of poles and zeros uniquely 

determines the characteristic functions, in such techniques the PSF is reconstructed 

by observing the location of regular pattern of zeros on the unit bicircle [14]. 

Shortcomings of such methods include limitation to certain types of PSFs, and 

neglecting the presence of noise. 

To overcome such limitations, more general approaches based on the 

maximum likelihood (ML) parameter estimation were exte~sively investigated. A 

class of image identification methods that can handle a wider range of PSFs was 

introduced in [85], in which a 2-D autoregressive moving average model (ARMA) 

was assumed. Solution techniques that identify the parameters of this model were 

proposed in several papers. These techniques are: 2-D recursive methods proposed 

by [85], parallel banks of I-D ARMA processes [13], and gradient-based 

optimization algorithms proposed by [45]. Most of these techniques initially 

neglected the effect of noise which limit their use to images with high signal-to-noise 

ratio (SNR). 

Lagendijk et al. [41,44] introduced identification methods that use the 

maximum likelihood approach and incorporate the effect of noise. Solution 
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algorithms based on gradient-based optimization algorithms [45], Kalman filtering 

[6], and the expectation-maximization (EM) method [16] were implemented to 

optimize the nonlinear ML function. The advantage of the latter is to avoid operating 

directly on the nonlinear likelihood function by alternating between a relatively 

simple identification problem and the restoration of the blurred image. It was shown 

by Lagendijk et al. [47] that most of these techniques are different implementations 

of the same maximum likelihood estimator resulting from different modeling 

assumptions and/or considerations about the computational complexity. New 

advances in the EM method included applications to the causal and semicausal AR 

models [97], MAP restoration using Gibbs prior density functions [23], 

implementation in the frequency domain [2,48]. Recently, Kim and Woods [38] 

proposed a modified EM model in the subband domain that is less sensitive to initial 

conditions. 

In a recent work, Pavlovic' and Tekalp [63] proposed a different formulation 

for the ML method blur identification problem, based on modeling the blur in the 

continuous domain. This method completely overcomes the major limitations 

encountered in the existing techniques which are exclusively based on discrete blur 

models, namely: 

i) The ML estimates of the extents of the PSF have to, be guessed in order to 

identify the parameters. 

ii) The likelihood function (LF) to be maximized is highly nonlinear which 

requires numerical optimization to solve it. Moreover, convergence to the global 

maximum cannot be guaranteed. 

We will review this formulation proposed by Pavlovic' and Tekalp for the 

single channel case in chapter 4. This model forms the basis of our extension to the 

multichannel case. 

10 
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Other techniques are based on residual spectral matching in which the PSF is 

chosen from a collection of candidate PSFs to provide the best match between the 

restoration and the expected residual spectra given that the candidate PSF is the true 

one [75]. Reeves and Mersereau in [71], extended the success of the generalized 

cross-validation technique in image restoration to the case of image and blur 

identification. A space-adaptive regularization approach for joint blur identification 

and image restoration is introduced in [98]. This approach effectively utilizes the 

piecewise smoothness of both the image and the PSF, however, the scaling problem 

inherent to the cost function can be unstable and sensitive to convergence 

parameters. 

1.4.3 Multichannel Identification and Restoration 

Multichannel images refer to the type of data obtained from multiple frequency 

bands, multiple time frames, or multiple sensors. Such images have numerous 

applications in practice. Their importance stems from the need for multiframe 

processing, and color or multispectral imaging in different fields such as medical 

diagnosis, forensic sciences, industrial automation, space and satellite imagery. It is 

important to note that filtering multispectral images and image sequences have certain 

similarities. Image sequences can have a time index to represent the temporal 

correlation rather than the spectral correlation. For the sake of terminology, we are 

going to use the term multichannel throughout this study to refer to an image 

obtained by an imaging system that uses more than one sensor for the same scene. 

Although our formulation will be applied to multispectral cases, it is also extendible 

to temporal cases. 

11 



www.manaraa.com

Processing multichannel images, such as smoothing, restoration, and 

enhancement is an important step before any further use or analysis. The 

degradation sources for the single channel case, mentioned in section 1.3, apply to 

the multichannel case, too. However, an additional and important type of 

degradation that is natural to the multichannel imaging is cross-channel or cross-

spectral degradation. The main cause of such distortion is the overlapping in the 

cutoff frequency characteristics of the detectors that result in cross-spectral mixing of 

adjacent spectral bands [20]. It is important to note that the amount of degradation 

may vary from one spectral component to the other. It has been shown by Bescos 

et al. [11] that chromatic aberrations produce different amounts of blur in the spectral 

components. However, it can be assumed that relative motion and out-of-focus blur 

result in equal amounts of blur in the spectral components [87]. These amounts need 

to be estimated for more reliable multichannel restoration. 

As in the single channel case, the multichannel identification techniques have 

not received much attention as the restoration techniques have. As a matter of fact, 

even the restoration techniques for multichannel imaging have not received much 

attention. Although it seems a straightforward extension of the single channel 

methods, the lack of multichannel image processing theories, the complexity of the 

computation involved, and the consideration of the mutual relation of the cross-

spectral effects between frames make the problem more difficult. 

In general, restoring each channel independently does not necessarily produce 

useful results because of neglecting the information between the channels. 

Following this approach, Bescos et al. [11] applied conventional restoration 

techniques to individual color components without using the cross-channel 

information. Also, Angwin and Kaufman [5] presented adaptive filtering for color 

images without taking into account the correlation between the color components. 
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This resulted in a suboptimal solution. Thus, solutions which are optimal for the 

single channel case may be suboptimal for the multichannel image when restored 

independently. For example, a signal that is weak in one single image channel that 

may not be detected using single channel processing techniques can be detected 

using a multichannel scheme that incorporates the existence of that signal in the other 

channels [20]. 

Most of the available techniques in the literature today follow one of two 

approaches for optimal filtering of multichannel images. The first approach is to 

apply a spectral transformation that approximately uncorrelates the channels. Then, 

independent filtering in the transform domain can be applied. The second approach 

is to model the correlation between the channels, and incorporate this model 

explicitly into the filtering procedure [87]. 

One of the early works for multichannel restoration that follows the first 

approach was developed, by Hunt and Kubler [27] using the Karhunen-Loeve 

transformation. In their scheme, it was assumed that the signal autocorrelation 

describing the between-channel (or spectral), and the within-channel (or spatial) 

relationship was separable. However, this procedure did not result in an optimal 

solution. Although it was assumed that the spectral and spatial correlation were 

separable, the transformation resulted in spectrally correlated noise. The 

independent filtering in the transform domain did not take this noise into account. 

Ohyama et al. [58] used the Hunt and Kubler approach by including only spatial blur 

and employing the least-squares filtering techniques. 

Following the other approach, modeling the correlation between the channels 

and incorporating it explicitly into the filtering procedure, Pavlovic' and Tekalp [87] 

employed this approach using the Kalman filtering and least squares parameter 

identification of the image parameters. In an extensive study of this problem, 
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Galatsanos [19] presented and applied this approach using a very efficient and 

feasible computation algorithms including Wiener, Kalman, and least squares 

techniques. However, in this work, blur parameters were as~umed to be known. 

Katsaggelos in [33] modeled the image as an ideal one (using the AR model) 

with different blurs and used a least squares approach to estimate the ideal image. In 

[64], a multichannel AR model was introduced and experimented in segmenting 

texture images. A general framework for relating the single channel to the 

multichannel representation in the frequency domain was proposed in [36]. In [4], a 

multichannel Wiener filter was proposed in both the spatial and frequency domains 

that showed a reduction in computation over other methods. 

Some other related work to multichannel imaging included color image 

enhancement and segmentation [65], structured regularization to reduce some 

artifacts [100], and use of cumulants (higher-order spectra) to identify color images 

[101,102]. In a recent paper [77], a Gibbs prior multispectral image model for use 

in Bayesian MAP estimation is proposed by incorporating spatial and spectral 

components. However, most of those papers discussed the restoration process and 

did not address the identification part fully. 

1.5 Motivation and Research Objectives 

Up-to-date techniques that study the multichannel identification problem are 

very limited and rare. Almost all of the above research deals with restoration 

techniques of multichannel images rather than the identification process. As 

mentioned above, the most extensive study of multichannel image restoration 
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available is by Galatsanos [19]. However, it does not address the identification 

issue, either. Thus, this area needs to be extensively studied. 

In this research we will be considering blur identification of multichannel 

images using the ML parametric approach by modeling the process in the continuous 

spatial domain. Since this modeling overcame the limitations of the existing ML 

techniques in the monochrome case as demonstrated in [63,61], it is expected to 

behave the same in the multichannel one, thus improving the identification and the 

restoration process. 

Considering the two familiar types of blur that can be represented in a closed 

form parametric description in the continuous domain, the I-D uniform motion blur 

and the 2-D out of focus blur, we will be studying multichannel blur identification 

and restoration using synthetic and real images. In both cases, the effect of noise 

will be included. 

By implementing some restoration methods available for multichannel imaging, 

the identified parameters will be used to restore the image and compare it to the case 

of applying the restoration techniques alone. Employing the cross-channel 

information will be an important factor in the modeling. The incorporation of this 

degradation will be investigated to see which approach should be used for better 

results. 

The steps of the research and the organization of the thesis will be in the 

following order. First, the mathematical models will be developed in chapter 2 for 

the blurring effects, the noise, and the original image. Modeling the multichannel 

case will be discussed. Also, some computational considerations for the purpose of 

implementation will be reviewed. 

In chapter 3, we will review some monochrome restoration techniques that will 

be used after the identification step, since the evaluation of the identification method 
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has to be in conjunction with the final restoration result. We will review two widely 

used restoration methods, namely, Wiener and Kalman filters. 

In chapter 4, we will present the derivation for identifying blurred images in 

the single channel or monochrome case using the continuous spatial domain model in 

[63]. The identification of images blurred by uniform motion or out-of-focus 

degradations will be shown and the advantage of this method will be discussed. 

Applying this method to a linear motion in an orthogonal direction will be also 

investigated. We will show that general linear motion blur can be recovered by the 

identification of the blur in two orthogonal directions. Also, the effect of noise in the 

performance of the identification will be considered. 

Some important concepts of the multichannel imaging will be considered in 

chapter 5. We will review different models used in color imaging and investigate the 

correlation between the channels. Independent and multichannel approaches that are 

used for restoring multichannel images will be also discussed. 

In chapter 6, we will develop the formulation and derivations of blur 

identification for multichannel images following the models discussed in chapter 2 

and extend the method used in the single channel case of chapter 4. The effects of 

noise and cross-channel components will be discussed. Experimental results using 

color images, for both the uniform motion and out-of-focus blur cases, will be given 

and compared with some existing methods. 

Finally, in chapter 7, we will summarize the results and give some suggestions 

for future research. 
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CHAPTER 2 

MODELING 

Mathematical models that represent the real-world process involved in the 

generation, formation and recording of images are crucially needed to handle image 

identification and restoration problems. Normally, the imaging systems inherit some 

degradation in the form of blur and noise. Thus, formulating mathematical 

representations that reflect these degradations, as well as a statistical model of the ideal 

image, is the first step required before any further processing. It could be said that 

without such knowledge, the identification and restoration of a degraded image may not 

be accomplished. 

In general, the determination of suitable analytical models is not a trivial task. It 

requires careful considerations of the level of abstraction that is acceptable for the 

application considered. Too simple a model may lead to a computationally elegant 

algorithm, but with no practical relevance. On the other hand, a very detailed model 

which does describe the real processes involved often requires complex algorithms that 

are impractical to compute [42]. 
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CHAPTER 2 

MODELING 

Mathematical models that represent the real-world process involved in the 

generation, formation and recording of images are crucially needed to handle image 

identification and restoration problems. Normally, the imaging systems inherit some 

degradation in the form of blur and noise. Thus, formulating mathematical 

representations that reflect these degradations, as well as a statistical model of the ideal 

image, is the first step required before any further processing. It could be said that 

without such knowledge, the identification and restoration of a degraded image may not 

be accomplished. 

In general, the determination of suitable analytical models is not a trivial task. It 

requires careful considerations of the level of abstraction that is acceptable for the 

application considered. Too simple a model may lead to a computationally elegant 

algorithm, but with no practical relevance. On the other hand, a very detailed model 

which does describe the real processes involved often requires complex algorithms that 

are impractical to compute [42]. 
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In this chapter, we will review some modeling aspects of noisy, blurred images 

for the development of identification and restoration techniques. We first discuss the 

formulation of the autoregressive model and its properties in I-D; then we extend this 

to the 2-D case. In section 2.3 we reflect this formulation onto image formation 

modeling. In sections 2.4 and 2.5 we discuss the modeling of blur and noise, 

respectively. The overall modeling of the observed image is given in section 2.6. 

Then, we develop, in section 2.7, modeling of image formation and observation in the 

multichannel case including cross-spectral effects. Some common types of blur are 

discussed in section 2.8. Finally, in section 2.9, some aspects for computation and 

implementation are considered. 

2.1 Autoregressive (AR) Models in One Dimension (I-D) 

A one-dimensional (I-D) shift invariant system is called causal if its output at 

any time is not affected by future inputs. A causal zero mean random sequence s(n) is 

called an autoregressive of order p when it can be generated as the output of the 

following system 

p 

s(n) = Lc(k)s(n - k) + e(n) 'tin (2.1a) 
k=1 

E[e(n)]=O, E{[e(n)Y}=C1;, E[e(n)s(m)]=O, m<n (2.1b) 

where e(n) is a stationary zero mean input sequence that is independent of past 

outputs, and s(n) = 0 for n ~ O. This system uses the most recent p outputs and the 

current input to generate recursively the next output as shown in Figure 2.1a [29,53]. 
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.... 
+~ 

... .... sen) 
~~ 

P k -y c(k)z- --k-I 

(a) AR Sequence Realization 

sen) ---tl.:I __ C_p_(_Z)_---'I----4.~ e(n) 

(b) Prediction Error Filter 

Figure 2.1 ptb Order AR Model 

Autoregressive models have special significance in signal and image processing 

because they possess the following two important properties: 

Property I: Causal minimum variance representation 

The quantity defined by 

P 

s(n)~Lc(k) sen - k) (2.2) 
k=1 

represents the best linear mean square prediction of sen) based on all its past values but 

depends only on the previous p samples. Thus, we may rewrite (2.1a) as 
19 
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sen) = sen) + B(n) (2.3) 

which says that the sample at n is the sum of its minimum variance, causal, prediction 

estimate plus the prediction error B(n) . Because of this property an AR model is 

sometimes called a causal minimum variance representation (MVR). The causal filter 

defined by 

p 

CpCz) ~ 1- Lc(n)z-n 
n=1 

(2.4) 

is called the prediction error filter which generates the prediction error sequence B(n) 

from the sequence sen), as shown in Figure 2.1b. Also, B(n) is white, that is, 

E[B(n)B(m)] = (7; D(n-m) (2.5) 

Property D: Identification of AR models 

The parameters c(k) and (7;can be easily identified by solving a set of equations. 

Multiplying both sides of (2.1a) by B(m) and taking expectations we have 

E[s(n)e(mJ] = E[ {t,C(k)S(n - k) }e(m)] + E1 e(n)e(mJ] m ~ n (2.6) 

The first term to the right of the equal sign is equal to zero from (2.1 b). Thus by 

using (2.5) we get 

E[s(n)B(m)] = E[B(n)B(m)] = (7; D(n-m) 

Now multiplying both sides of (2.1a) by s(O) and taking expectations we have 
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E[s(n)s(O)j =, {~C(k)S(n - k) }S(O)] + E[ e(n)s(O)j 

Deftning the covariance function of s(n) as 

r(n) ~ E[s(n)s(O)] (2.7) 

we get 
p 

r(n) - Lc(k)r(n - k) = (1;8(n) (2.8) 
k=l 

since 

This result is important for identifying c(k) and (1; for a given set of 

covariances {r(n), - p ~ n ~ pl. In fact, solving (2.8) uniquely determines pth 

order AR model for n = O,I, ... ,p [29]. This formulation has powerful implications 

when applied to image modeling as we will see next. 

2.2 AR Models in Two Dimension (2-D) 

Extending the formulations in the previous section to 2-D case, we have 

[29,28,32] 

s(m,n) = Lc(k,l) s(m - k,n -I) + w(m,n) (2.9) 
(k,/)eS, 

where c(k,l) are called the modeling or predictor coefftcients and Sc is a subset of the 

2-D lattice called the prediction region, or the model support. Here, w(m,n) is a zero 
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mean white Gaussian process with variance <1; independent of s(m,n). Also, c(k,l) 

denotes the minimum mean squared error (MMSE) which are computed by minimizing 

the variance of the noise process <1;. From 2.9 we have 

<1; = E[w2(m,n)] 

= E[{S(m,n) - Lc(k,l) sCm _ k,n _1)}2] 
(k,l)eSe 

(2.10) 

We need to minimize this with respect to c(k,l) for (k,l) ESc. This is according 

to the causal minimum variance representation property explained in the previous 

section. From the orthogonality principal [60], the MMSE is achieved when the error 

is orthogonal to the signal, i.e., 

E[w(m,n) s(m-i,n- j)]=O for' 

Note that E[ w(m,n) sCm - i,n - j)] at (i,j) = (0,0) is equal to <1;, since 

E[w(m,n) s(m-i,n- j)]t=j=o = E[w(m,n)s(m,n)] 

= E[w(m,n){ Lc(k,1) sCm - k,n -I) + w(m,n)}] 
(k,l)eSe 

= E[w2(m,n)] + E[w(m,n) Lc(k,l) sCm - k,n -I)] 
(k,l)eSe 

Substituting from (2.9) into (2.11) we have 

E[{S(m,n) - Lc(k,l) sCm - k,n -1)}S(m - i,n - j)] = 0 
(k,/)e Se 

or 

22 
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E[s(m,n)s(m - i,n - j)] = E[{ Lc(k,l) sCm - k,n -1)}S(m - i,n - j)] 
(k./)e Sc 

Rewriting these equations we have 

Pss(i,j) = Lc(k,l) Pss(i - k,j -I) T:f(i,j) E Sc (2.14) 
(k./)e Sc 

and using (2.12) 

0"; = Pss(O,O) - Lc(k,1) Ps/k, I) (2.15) 
(k./)e Sc 

where we have used the defmition of the autocorrelation coefficients as 

Pss(i,j) = E[s(m,n) s(m-i,n- j)] (2.16) 

Thus, from this set of linear equations, the modeling coefficients c(k,l) and 0"; 
can be determined [42]. 

2.3 Modeling the Ideal Image 

Many image identification and restoration techniques make use of a priori 

knowledge about the ideal image. In some cases it is sufficient to characterize an image 

by its mean and covariance functions. For some other cases it is more convenient to 

characterize an image as the output of linear system driven by a white random field, i.e. 

AR model [61], as explained in the previous section. 

In view of the experimental results obtained by many researchers in this field 

[28,29,42,61], AR models are commonly used as a powerful modeling characterization 

of the original image. As in equation (2.9), 
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s(m,n) = Lc(k,1) sCm - k,n -I) + w(m,n) 
(k,l)e Sc (2.17) 

= c(m,n)*s(m,n) + w(m,n) 

where (*) indicates convolution in 2-D and c(k,l) denotes the MMSE image model 

coefficients which are computed by minimizing the noise variance 0';. In this respect, 

w(m,n) is viewed as the modeling error between a complex real-world image and the 

relatively simple autoregressive process fitted onto this data [42]. 

Different models result from different choices of the support Sc. Some common 

choices for the model support are: 

1 . Quarter plane (QP) 

Sci = {(k,I):(k ~ 0,1 ~ 0) n (k + I> O} 

2. Non-symmetric half plane (NSHP) 

Sc2 = (Ck,I):(k > 0,1 :::;; 0) u (k ~ 0,1 > O} 

3 . Semicausal half plane (HP) 

Sc3 = {(k,I):(k > 0, VI) u (k = 0, VI:;t O} 

4. Non-causal full plane (FP) 

Sc4 = {(k,I):V(k,I):;t (O,O)} (2.18) 

Experimental evidence shows that the order of the image model, i.e. the size of 

the support Sc' is not very critical in an image restoration setting. For this reason it is 

adequate to restrict the size to first order models, i.e. k = I = 1 [42]. Thus, the choice 

of certain support determines the number of modeling coefficients used which need to 

be evaluated from (2.14) and (2.15). Figure 2.2 shows the model support for 

k=l=l. 
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Figure 2.2 Four different model supports of first order for the case of k = 1 = 1. 
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2.4 Modeling the Blur 

Image recording systems are never perfect; both deterministic and statistical 

distortions are introduced in general. Deterministic degradations introduced by the 

imaging process may be very complex for several reasons. First of all, some 3-D 

features such as 3-D rotation of an object, parallax and 3-D geometry effects, may not 

be fully captured. Secondly, the transfer function of the imaging system may be very 

complex due to diffraction effects in optical systems, system aberrations, atmospheric 

turbulence, motion blurs and defocused lenses. Also, the severity of those 

imperfections may vary along the image (Le. spatially varying blur). Finally, the non-

linear behavior d!-le to the response of the sensor may introduce further degradations 

[42]. We will restrict our discussion to 2-D degradation, since 3-D degradation are 

essentially impossible to model and restore. 

Practically, the nonlinear behavior of the image sensor is ignored. This is not 

considered an oversimplification of the real problem for the following reasons. It has 

been shown that the linearization of the logarithmic behavior of a photographic medium 

is realistic when the image is of low contrast [3]. That is, if the image high frequency 

components (such as edges and line patterns) are considerably minimal, then the linear 

approximation of the sensor is practically acceptable. Sometimes this linearization is 

not possible; in such cases there are several ways to handle the nonlinearity. 

The first approach is to incorporate the nonlinear response of the image sensor 

into the image observation model. In [3], Andrews and Hunt modeled the nonlinearity 

as a pointwise memory less function D {.} . of the image sensor. Unfortunately, such a 

model may yield complex, or even implementionally impossible restoration algorithms 

[92]. A second, but more practical, approach is to apply the inverse sensor response 
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(i.e. the inverse of the transfer function of the sensor response) to the observed image 

before any further processing is done. This means a pre-processing step that involves 

the elimination of the nonlinearity is applied when the characteristics of the sensor are 

given. Another approach is to use a more accurate model of the blur, such as using the 

principles of geometrical and physical optics [49,50]. However, Sezan, et al. [79] 

showed that restoration in the presence of noise does not benefit much from this higher 

accuracy representation. 

From the above discussion we learn that in many practical cases it is justifiable to 

restrict the modeling of the image formation system to the usually dominant effects of 

blurring [42]. That is, it is acceptable to assume that the main factor of degradation, 

besides noise, is blurring and not system nonlinearity. Thus the entire process 

becomes a linear system characterized by a 2-D point spread function (PSF) 

h(x,y;~, 1]) [3,29,42] and given by a 2-D superposition integral, i.e., 

r(x,y) = J J h(x,y;~, 1])s(~, 1]) d~dT] (2.19) 

where r(x,y) is the observed blurred image and s(x,y) is the original image. 

Unfortunately this model is not very useful for processing purposes because of the 

complexity involved. It is computationally impractical to have a different PSF, 

h(x,y;~, 1]), at each coordinate (x,y) of the image. Moreover, it is unrealistic to 

assume that one will be able to estimate these PSF's because of the lack of sufficient 

information for the estimation procedures. Therefore, it is generally assumed that the 

PSF of the image formation process is stationary or spatially invariant over (or at least a 

significant portion of) the image. Thus, (2.19) can be written as 
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(2.20) 

= h(x,y)*s(x,y) 

where (*) denotes 2-D convolution. In discrete form we may write (2.20) as 

00 00 

r(m,n) = L Lh(k,l) s(m - k,n -I) (2.21) 
k=-oo 1=-00 

This is the general expression for a 2-D discrete convolution in which the PSF 

has infinite support. However, in real life, the observed image at the position (m,n) is 

only affected by values in a small neighborhood of (m,n). As a matter of fact, the 

correlation between image pixels drops significantly with distance [61]. Thus, without 

loss of generality, we may rewrite (2.21) with a finite PSF 

k2 12 

r(m,n) = L Lh(k,l) sCm - k,n -I) 
(2.22) 

= Lh(k,l) s(m-k,n-l) 
(k,l)e$h 

where Sh denotes the support of the PSF, i.e. the finite extent region where h(k,l) *- 0 

which may have any shape but is normally noncausal (see section 2.3). This implies 

that r(m,n) is a function of both past and future pixels with respect to most definitions 

of causality in 2-D [96,95,42]. 
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2.5 Modeling the Noise 

Besides the detenninistic distortions described in section 2.4, images are also 

degraded by stochastic degradations known as noise. There are many sources of 

observation noise in image processing. They could come from the sensing 

characteristics, quantizing, scanning, and/or recording. Pavlovic [61] provides an 

extensive discussion of this issue. 

The digitization of images introduces quantization noise which reflects the 

error between the actual value and the quantized value. Normally, it is assumed that 

the quantization noise is an independent, additive, zero ... mean, white Gaussian 

random process with power 40 dB below the image signal power [61]. 

The recording device, e.g. a charged-coupled device (CCD) camera, may also 

produce noise such as input photon noise and output amplifier thermal noise. Also, 

the recording medium, such as photographic films and papers, contribute some noise 

known as grain noise. Another type of noise is impulse noise. It is caused by small 

specks of dust on the film during exposure or scanning. The effect of this noise is 

most noticeable in the image after it has been restored. 

For practical uses, the combined effects of these noise sources can be modeled 

in the domain where they are additive, by a white Gaussian random process, 

independent of the signal, with zero-mean and unknown variance [3,29,61]. This is 

a practical simplification since impulse noise and noise due to photon statistics are 

not uncorrelated and may not be additive. Nevertheless, such simplification leads to 

identification and restoration methods that apply toa wide class of problems [42]. 

In a recent paper [68], a parametric noise model was approximated by a 

generalized p-Gaussian family of probability density functions. However, this 
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more accurate modeling may produce better results for a small class of problems at 

the expense of more computations. 

Noise constitutes an important limitation in the identification and restoration of 

images. The amount of noise present in an observed image is given by the (blurred) 

signal-ta-noise ratio: 

SNR = 1010g
IO 

(variance of the blurred image) in (dB) 
(variance of the noise) 

(2.23) 

When images are digitally recorded and/or stored, the signal-to-noise ratio 

encountered in practice is at most 40 to 50 dB. In this case, the noise is not visible 

[42]. For very low SNR's the degradation effects of the noise is more prominent 

than those of the blurring. For the severe cases of 10 to 20 dB SNR, the regular 

image identification and restoration algorithms are no longer useful because, at these 

levels, the duty of the restoration becomes mainly smoothing out the noise rather 

than performing any restoration [42]. 

2.6 The Overall Observation Model 

We may now formulate the overall observation model that describes and 

incorporates the blurring model (equation 2.22) and the additive noise model. Thus, 

the complete image observation model becomes 

r(m,n) = 'Lh(k,l) s(m - k,n -I) + v(m,n) (2.24) 
(k,l)eSh 

where r(m,n) and s(m,n) represent the observed blurred image and the original 

image, respectively, h(k,l) describes the blur function and v(m,n) represents the 
30 
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additive white Gaussian noise with variance 0';. Sh denotes the support of the PSF 

where the value of h(k,l) is nonzero. Figure 2.3 depicts the complete image 

observation model. 

v(m,n) 

I 
Degradation ct-

s(m,n) -----~~~ ___ ---II-----1~~ + ~ r(m,n) _ h(k,l) 

Figure 2.3 Discrete image observation model 

2.7 Multichannel Modeling 

Modeling in the multichannel case is an extension of the single channel modeling 

described in the above sections. However, there are components that need to be 

included in the model. These are the spectral correlation contributions in a multispectral 

image. Several recent studies [5,36,64,87,88,89] have proposed AR representation to 

describe multichannel image models. Here, we will only show the formulation of these 

models, then in a later stage of the research, chapters 5 and 6, we will make use of 

these models for multichannel identification and restoration. 
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The Multichannel Image Model 

Consider the spectral channel p given by 

N 

s/m,n) = LLcpq(k,l) sq(m-k,n-I)+w/m,n) (2.25) 
q=1 Rpq 

where N is the number of spectral channels, c
pq (k, I) represent the model coefficients 

coupling the p'h and q'h channels, Rpq denotes the support of the coefficients cpq(k,l), 

sq(m,n) is the undistorted image for the q'h channel and w/m,n) is the zero mean 

white Gaussian noise for the p'h channel [87]. Obviously, this is an extended form of 

equation (2.17). However, the model support Rpq ,p = 1,2, ... ,N and q = 1,2, ... ,N 

plays an important role in describing the AR model. Pavlovic' and Tekalp [87] 

proposed two different sets of model support for (2.25). 

1- For channel p, the supports, q = 1,2, ... , N, are NSHP. It is assumed that 

each w p (m, n) is independent of S q (m, n) , q = 1,2, ... , N, and the spectral correlation 

between the modeling noise for channels p and q is given by P w where the 

components of this matrix are given by PW
pq 

= E[w/m,n)wq(m,n)]. This 

configuration is depicted in Figure 2.4 for the case of N = 3. In this figure, the 

diagonal elements represent the model coefficients for each channel alone, while the 

off-diagonal elements represent the cross-spectral contributions of the other channels. 

2- For channel p, only the support Rpp is NSHP causal, the rest of the supports 

are noncausal, as shown in Figure 2.5 for the case of N = 3. In this choice, it is 

assumed that each w/m,n) is independent of s/m,n), q = 1,2, ... ,N, and the 

modeling noise for channels p and q are uncorrelated. This results in P w being a 

diagonal matrix. 
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Clearly, other choices for the supports are possible. However, these two 

examples are presented here because of their relevance to the derivations of 

multichannel blur identification and restoration in chapters 5. and 6. For the time being, 

it is important to note that the first model is most suitable to Kalman restoration while 

the second one is useful in Wiener restoration [61]. 

The Multichannel Observation Model 

The multichannel observation model can be expressed in a similar fashion by 

extending equation (2.24) as 

N 

r/m,n) = L Lhpq(k,l) s/m-k,n-l)+v/m,n) 
q=l (k,l)eSh (2.26) 

where 'p(m,n) is the pth channel of the observed image, hpq(k,l) are the 

coefficients of the PSF for the pth channel, s/m,n) is the .undistorted image for the 

qth channel, and vp(m,n) is the observation noise for the q:h channel with covariance 

(1; . Here, it is assumed that blur is space-invariant and the observation noise is 
~ . 

additive zero mean white Gaussian that is independent Of the image. It is worth 

mentioning here that the effect of blur on the cross-correlation is practically minimal. 

Therefore, it is normally assumed that there is no cross-spectral correlation due to the 

blur. We will elaborate on the details of this model when we handle multichannel 

restoration in chapter 5 and 6. 
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Channell 
x=s)(m,n) 

Channel 2 
x=s2(m,n) 

I 

Channel 3 
x=s3(m,n) 

Channell 

Channel 2 

Channel 3 

Figure 2.4 Multichannel AR model supports. Case I: Rpq are NSHP, 
p,q = 1,2, ... ,N for N = 3. 

Ef.D ~ ~ 
Channell 

Ef.TI ~ 
Channel 2 

~ ~ Ef.D Channel 3 

Channell Channel 2 Channel ~ 
x=s.(m,n) x=s2(m,n) x=s3(m,n:) 

Figure 2.5 Multichannel AR model supports. Case IT: Rpp are NSHP, and Rpq, 
p '# q, are FP, p,q = 1,2, ... ,N for N = 3. 
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2.8 Some Common Types of Blurs 

As mentioned in chapter 1, there are several causes of blur that degrade the 

quality of the image. Among the common types of blur that are encountered in most 

practical cases is the uniform motion and out-of focus blurs. Here, we review the 

modeling of these two forms of blur and their PSF representation. 

Blurring processes are essentially continuous functions. Thus, it is more logical 

to represent the PSF in the continuous context. However, in digital image processing, 

the discrete representation is needed to make use of the discrete image and observation 

models. In doing so, we assume that the sampling rate is chosen sufficiently high to 

avoid aliasing problems and to minimize modeling errors [42,73]. Also, we notice 

from the physics of the image formation process that the PSF of the blur needs to be 

nonnegative and real-valued and the energy preservation concept holds [42], i.e., 

J J h(x,y;8)dxdy = 1.0 (2.27) 

where h(x,y;8) represent the parametric PSF of the blur and 8 describe the severity 

of the blur. 

The mathematical description of the blur function is almost very complicated to be 

expressed in analytical form. Thus, most work in image processing relies on very 

simplified, but practical, approximations [49]. 
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2.8.1 Uniform Motion Blur 

Relative motion between the object and the recording device can be described as 

translational, rotational, curvilinear, a sudden change of scale, or a combination of 

them. We will consider here the important case of translation in one direction; kflown 

as uniform motion blur [42,25,73]. 

Let us assume that the object moves with a constant velocity in the x-direction; 

then the PSF of this process can be represented by a uniform; function given by 

h(x,y;0) = {~: if -i2::::;x::::;i2 
elsewhere 

(2.28) 

as shown in Figure (2.6), where the parameter vector E> in this case is E> = a and a 

represent the extent of the blur, which is the only parameter ,that characterizes the blur. 

Physically, the extent of the blur depends on the relative v~locity between the object 

and the imaging plane, and on the time of exposure. This results in smearing each 

point ofthe object over several pixels [61]. 

1/a 

-aJ2 ... 
o aJ2 

Figure 2.6 PSF for a uniform motion blur. 
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2.8.2 Out·Or·Focus Blur 

In the ideal case, where the imaging system is properly focused, each point in the 

object results in a point in the imaging plane. However, in most practical cases, the 

imaging device becomes out of focus, which results in mapping each point in the object 

plane to a blur circle in the image plane, called circle of confusion (COC) [54,61,66]. 

For example, consider imaging a 3-D object onto a 2-D plane. This is an obvious out-

of-focus setting since some parts of the object are in focus while some other parts are 

not [42]. 

The diameter of the circle of confusion for each point in the object that is not in-

focus can be expressed using plane geometry and the lens law as follows. Let ~ and 4 
be the image distances corresponding to object distances 0, and °2 , respectively. The 

image at ~ converges to a point on the image plane while the image at 4 projects into a 

circle as it converges a distance 14 - ~I away, as illustrated in Figure 2.7. Using the 

lens law 

1 1 1 -=-+-/ ° i 

where f is the focal length of the lens, ° the object distance, and i the image distance, 

we have 

1 1 1 . °d 
0, >/ -=-+- => ~=--

/ 0, ~ 0,-/ 

and 
1 1 1 

i2 = °2/ 02 >1 -=-+- => / °2 4 02 - / 
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U sing the principles of plane geometry we notice that the triangles fl. 123 and 

fl.453 in Figure 2.7 are similar. Thus, we may write 

2a 2R -=--
4 4-~ 

Since the f-stop of the lens is defined as F = fa ' the radius of the blur circle can 

be expressed as 

The PSF of uniform out-of-focus blur can be expressed as 

h(x,y;E» = {1r~2 ' 
0, 

if x2 + l ~ R2 

elsewhere 

(2.29) 

(2.30) 

where the parameter vector E> in this case is equal to R, R is the radius of the support 

[61]. Thus, if the imaging system is out-of-focus, each point in the object is mapped 

as a uniform disc of radius R. If some regions in an image are out-of-focus while 

others are not, then this mapping is performed on the out-of-focus segments only. 

As we mentioned earlier, in section 2.4, that we are considering 2-D 

degradations only. The modeling of 3-D degradations isa different subject that is 

beyond the purpose of our work. 
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1 

2 Image Focus 
Plane Plane 

Figure 2.7 Geometry of Out-of-focus blur model. 
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2.9 Some Computational Considerations 

In this section, we discuss some aspects of computation and implementation in 

digital image processing. We will review some techniques that are used for handling 

boundary value problems and for estimating the power spectrum and noise variance of 

images. 

Boundary Value Problem 

Boundary value problems result from the fact that images normally have finite 

spatial extent. In computing the convolutions required by restoration techniques, the 

computation extends beyond the available boundaries of the image. Thus, some 

manipulation and preprocessing of these boundaries are needed. It has been shown in 

[94] that this phenomena has global effects not only at the boundaries but on the entire 

image. To reduce these effects, several preprocessing techniques have been proposed 

[42,86,94,95,96] that substitute for the missing data at the boundaries using some 

approximations like: 

1- Padding fixed values that represent the mean of the image. 

2- Padding random values that have the same mean and variance as that 

measured from the image, or by model based extrapolation. 

3- Repeating the values at all boundaries with the size ·needed by the convolution 

filter. 

4- Reducing the size of the image at the boundaries such that the neglected 

boarders can be used as boundary values. This method is known as 

rectangular approximation. 
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5- Adding values at the boundaries in a way that interpolate the left and right, 

top and bottom boundaries linearly. This is known as circular 

approximation. 

It has been shown [94] that rectangular and circular approximation are very 

successful in restorations. The choice of a certain method over the other depends on 

the restoration method used. In this thesis, both techniques will be used alternatively 

for the purpose of producing better quality restored images. 

Estimation of Power Spectrum and Noise Variance 

Estimation of power spectrum (PS) of the images is needed by many 

identification and restoration procedures [29,24,61,94] as we will see in the following 

chapters. To estimate the PS of the ideal image we may replace it by the estimate of the 

PS of a similar prototype image, or the PS of the noisy and blurred image. In iterative 

techniques, it can be replaced by the PS of the restored image at the beginning of each 

iteration, where the PS of the observed image is used as the initial estimate. 

The PS of the observed image can be estimated using non parametric approach 

such as Welch's method [29], or parametric approach by fitting an AR model to the 

observed image and using the computed parameters to find the PS. In most of the 

experiments in this thesis, we will use AR modeling to compute the PS of the image. It 

has been shown in [93] that the sensitivity of this approximation is minimal compared 

to other techniques. 

The estimation of the noise variance of the observed image can be computed by 

selecting a uniform region in the image and computing its variance. Then, this can be 

used as the observation noise variance. 
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In most of the algorithms that we will be using, we must simulate a signal-to-

noise ratio (SNR) at a certain dB level. This can be achieved by first computing the 

variance of the (M x N) size original image, then solving for the corresponding noise 

variance from equation (2.23) at the dB level desired. Now, using a Gaussian random 

noise generator, we may compute a random sequence of M x N values with equivalent 

noise variance that can be added to the image. 
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CHAPTER 3 

IMAGE RESTORATION TECHNIQUES: 
A REVIEW 

Image restoration is one of the important steps in image processing and analysis. 

The ultimate goal of restoration is to recover the original image from its degraded version. 

Restoration techniques assume that some statistical knowledge about the image and noise 

is available beforehand, in addition to knowledge of the blurring function. In the previous 

chapter, the modeling of image and noise that provide some a priori knowledge needed 

for restoration was discussed. The identification of the blur function will be discussed in 

the next chapter. In practice, the performance of the identification process must be 

combined with that of the restoration technique for an overall evaluation; however, in this 

chapter we will assume the blurring function to be known, for the purpose of illustrating 

the feasibility of the restoration methods. 

There are several useful restoration techniques available in the literature that vary in 

perfonnance. Among them are the ideal and pseudo inverse filter, LMMSE Wiener filter, 

recursive Kalman filter, maximum entropy approaches, and Bayesian methods 
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[3,22,29,34,42,73]. Some of those techniques perform well while the others either have 

poor performance or excessive computation. Moreover, some techniques are based on 

assumptions that limit their use in practice. 

In this chapter, we will review two famous restoration techniques, namely , the 

Wiener and Kalman filters, that proved to be useful for a wide class of images. In section 

3.1 we will review the mathematical derivation of the Wiener filter. In section 3.2, the 

formulation of the Kalman filter in 2-D is considered. The computation involved in 

implementing this filter is discussed to produce a slightly suboptimal filter called the 

reduced update Kalman filter (RUKF). Finally, in section 3.3 some experimental results 

for those filters are presented. 

3.1 The Wiener Filter 

The wiener filter is a linear minimum variance based estimator that minimizes the 

mean square error between the ideal image and the estimated one. To derive the filter 

equation, we use the observation model given by equation (2.24) 

r(m,n) = Lh(k,/) sCm - k,n -I) + v(m,n) (3.1) 
(k ./)eSh 

which can be written in a matrix form using lexicographical ordering as 

r=Hs+v 
(3.2) 

where r, s and v, correspond to r(m,n), s(m,n), and v(m,n), respectively. H is the 

degradation or blur matrix of size (MN x MN) . 

As shown by Jain [29, section 8.6], the best linear estimate of the original image can 

be obtained using a Wiener filter G given by 
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s=Gr (3.3) 

This minimizes the average mean square error given by 

E[(s - s)' (s - s)] (3.4) 

which is obtained by the orthogonality relation 

(3.5) 

Finally, the Wiener filter is computed as 

G = E[sr']{E[rr,]}-1 

= PssH'[HPssH' + QJ-1 
(3.6) 

where Pss and Q v are the correlation matrices of the image s and the noise v, 

respectively, which are assumed to be uncorrelated. For a stationary observation model, 

when the original image is stationary random field, the blur function is spatially invariant, 

and the noise is white, has zero mean and a; variance, the Wiener filter reduces to [29] 

(3.7) 

We observe that (3.7) involves the inversion of a huge matrix, of size O(MN x MN) , 

which makes direct computation of this equation impractical. However, under the 

stationarity assumptions mentioned above, Pss and H become block Toeplitz. Thus, 

using a circulant-to-Toeplitz approximation and the DFT diagonalization properties [22], 

the Wiener filter can be computed efficiently [3,20]. 
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3.2 The Kalman Filter 

Kalman filtering is of fundamental importance in linear estimation theory. It is 

another form of a linear mean square error solution for image restoration. Moreover, it is 

recursive and overcomes the stationarity and space invariance restriction of the Wiener 

filter. The 2-D Kalman filter was first introduced by Woods and Radewan [96] as an 

extension of the I-D version. We will follow their approach here. 

In order to derive the 2-D Kalman filter equations, we need first to define the 

concept of a state in 2-D. The state of an image at coordinate (m,n), denoted as s(m,n) , is 

defined as the minimum amount of information, pixel values, about the past and present 

estimates needed to determine an optimal causal estimate of future response, given future 

noisy observations [96]. Thus, for a first order NSHP image model, the state at location 

(m, n) can be represented by 

s(m,n) = [s(m,n),s(m,n -l), .... ,s(m,O) 

sCm -1,N -1),s(m -1,N - 2), ... ,s(m -1,n -1)r 
(3.8) 

Figure 3.1 illustrates this example, where the dimension of the state vector is (N + 2) and 

N is the number of columns in the image. Thus, we may write the image model of 

equation (2.17) in state-space representation as 

s(m,n) = Cs(m-t,n) + w(m,n) (3.9) 

where C is the state transition matrix containing the appropriately arranged terms of the 

AR model coefficients c(k,l). The dimension of C depends on the size of the state 

vector. For example, the first order NSHP model of .Figure 3.1 results in 

(N + 2)x(N + 2) square C matrix. 
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Similarly, we may define the state observation model of equation (2.24) in state-

space representation as 

r(m,n) = H's(m.n) + v(m,n) (3.10) 

where the state now includes all image rows which the PSF extends and H has the same 

size as the state vector. Figure 3.2 shows the pixel values included in the state for 1 x 5 

blur PSF. The state-space equations of the image model (3.9) and observation model 

(3.10) are used to derive the Kalman filter equations. 

I I 
i m•n) 

J '~ 

" • It 4 .. / <II, 
• '" 

, 
~: . 

1\. ~ " 1~ 
" I-~ " (m,n) 

I--
I I I (m,n) 

I (N,N) I 

(a) (b) 

Figure 3.1 lllustration of the state definition for the image model. 
(a) The 1st order NSHP model support 

(b) The corresponding state vector of size ( N + 2 ) 
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I 
I I I 

s(m,n) 
...... 

a'l ... 
• • • • • ~ .: .: .: .: .: x x ~ ,. x x x x x X IXI .. 

"' III , 
(m,n) -
1111-

\ 
(m,n) . (N,N) (N,N) 

(a) (b) 

Figure 3.2 lllustration of the state definition for the blur function 
(a) Support of 1 x 5 blur PSF (b) The pixels that are included in the state vector. 

We may now construct the 2-D Kalman filter from the I-D filter equations as 

developed in [96]. The filter consists of two processes; prediction and update steps, 

denoted as subscripts b and a, respectively, in the following set of equations 

s~m,") = Sbm,n) + K(m,n)[r(m,n) - H'Sbm,n)] 

K(m,lI) = Ubm,II)H[H'Ubm,n)H + u;r1 

U(m,n) cu(m-l,n)c, 2[1 0 0]'[1 0 0] b = a + Uw ,,000, ,,000, 

(3.11) 

(3.12) 

(3,13) 

(3.14) 

(3.15) 

where K(m,lI)is the Kalman gain computed for the state at coordinates (m,n) , and Ubm,lI) 

and u~m,n) represent the predicted and updated covariance matrices of the state at 

coordinates (m,n), respectively. 

48 



www.manaraa.com

Direct evaluation of those equations involves tremendous computations and limits 

the practical implementation of this Kalman filter, especially when the size of the AR 

model support and/or the extent of the blur PSF function are large. Several attempts to 

overcome these problems are reported in literature [6,12,34,95,96]. In [96], Woods and 

Radewan presented a slightly suboptimal but an efficient version called the reduced update 

Kalman filter (RUKF). In the RUKF formulation, updating the states in equation (3.12) 

is reduced to those elements of the state which are within a certain "effective" distance of 

the point (m,n) currently being processed. The support of the NSHP model was taken to 

be the "effective" update region. Omitting update of points far away should only 

minimally impact the performance, since the correlation between image pixels decreases 

drastically with distance [61]. 

Using this approach, the state vector is now partitioned into two vectors, s~m,n) 

which is the local state vector and s~m,n) that contains the remaining points (Figure 3.3) 

such that 

s(m,n) = I 

[
s(m,n)] 
s(m,n) 

2 

Thus, the state model (3.9) can be written as 

s(m,n) - C s(m-I,n) + C s(m-I,n) + w (m n)' 
- II I 12 2 I' 

and the observation model (3.10) as 

r(m,n) = H~s~m,n) + v(m,n) 

(3.16) 

(3.17) 

(3.18) 

where CII , C12 , HI' and WI are partitioned in an order that corresponds to the partition of 

the state vector s(m,n). Accordingly, the RUKF equations can be modified from the 

Kalman equations (3.11 )-(3 .15) as 
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state prediction: 
s(m,n) = C s(m-I ,n) + C S(m-I,n) 

I,b 11 I,a 12 2,a 

error covariance prediction: 

U(m,n) cu(m-I,n)c, 2[1 0 0]'[1 0 0] 
b = a + O'w " ••• , " ••• , 

Kalman gain: 
K(m,n) = u(m,n)H[H,u(m,n)H + 0'2 ]-1 

I 11,b 11 ,b v 

state update: 
s(m,n) = s(m,n) + K(m,n)[r(m,n) _ H's(m,n)] 

I,a I,b I I I,b 

and, error covariance update: 
u(m,n) = [I _ K(m,n)H]u(m,n) 

Il,a I lI,b 

(3.23a) 
u(m,n) = [I _ K(m,n)H]u(m,n) 

12,a I 12,b 

(3.23b) 

(3 ,19) 

(3.20) 

(3.21) 

(3.22) 

It has been shown that the above formulation results in a huge reduction in 

computation as well as savings in the storage requirement [95,96]. 
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Figure 3.3 The partition of state vectors for RUKF implementation 
using 1 st order NSHP model support. 

3.3 Experimental Results 

In this section, we present some experimental results for the implementation of the 

Wiener and Kalman filters. The "Man and House" image, Figure 3.4, was degraded by 

three types of blur and by an additive zero mean white Gaussian noise of variance 

corresponding to SNR =30 dB as follows: 

Case I: Uniform linear motion blur of extent a=lO pixels. Figure 3.5(a) shows 

the blurred image, and Figures 3.5(b) and 3.5(c) show the restored images using the 

Wiener and Kalman filters, respectively. 
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Case II: Out-of-focus blur of radius R=9. Figure 3.6(a) shows the blurred image, 

and Figures 3.6(b) and 3.6(c) shows the restored images using the Wiener and Kalman 

filters, respectively. 

Case III: Blur mask of 5x5 box size. Figure 3.7(a) shows the blurred image, and 

Figures 3.7(b) and 3.7(c) shows the restored images using the Wiener and Kalman filters, 

respectively. 

Examining the restoration results of these two filters one can conclude that Kalman 

filter performs better than the Wiener filter in the all of the three cases above. Considering 

the size of computation involved, the Kalman filter requires more computation and storage 

than the Wiener filter. However, this can be compensated for by the better performance 

gained. The noise effect is an important factor to both methods, since they perform poorly 

at very low SNR. In such severe degradation cases, enhancement techniques may result 

in better results than restoration. 

As mentioned earlier in this chapter, Kalman and Wiener filters are widely used 

because of their practical implementation and good performance. Other existing 

techniques vary in their performance and some may have limitations. See Sezan and 

Tekalp [81] for a full review and comparison of restoration techniques. 

52 



www.manaraa.com

Figure 3.4 The original" Man and House" image 
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Figure 3.5(a) The degraded "Man and House" image with linear 
uniform motion blur of extent a=lO and SNR=30 dB. 
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Figure 3.5(b) and (c) The restored image of Figure 3.5(a). 
(b) using Wiener filter (c) using Kalman filter 
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.. 

Figure 3.6(a) The degraded "Man and House" image with 
Out-of-focus blur R=9 and SNR=30 dB. 
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Figure 3.6(b) and (c) The restored image of Figure 3.6(a). 
(b) using Wiener filter (c) using Kalman filter 
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Figure 3.7(a) The degraded "Man and House" image 
with a 5x5 mask blur and SNR=30 dB. 
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Figure 3.7(b) and (c) The restored image of Figure 3.7(a). 
(b) using Wiener filter (c) using Kalman filter 
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CHAPTER 4 

MONOCHROME BLUR IDENTIFICATION 

In the previous chapter, we assumed that the blur function is known and 

available for the implementation of restoration techniques. ; However, in practice, 

such information is often not available and has to be estimated from the received 

image. The purpose of this chapter is to present a successful ?Iethod that can be used 

in identifying the PSF of the blur. We will study the formulation of the maximum 

likelihood (ML) blur identification problem in the single channel and monochrome 

case. 

As proposed by Pavlovic and Tekalp [63], modeling the problem in the 

continuous spatial domain overcomes the major difficulties encountered in the discrete 

case. Unlike previous ML approaches [42, 47], this formulation enables us to 

estimate the extent of the blur as well as other parameters describing the blur function 

for some types of PSF's that admit closed-form description. As we will see later in 

this chapter, the nonlinearity of the likelihood function (LF) i~ overcome by using the 

continuous form of the autocorrelation function. First, ,n section 4.1, we will 
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introduce the likelihood estimation method and its application to the blur identification 

problem. Next, in section 4.2, the blur identification technique based on the 

continuous spatial domain model formulation is developed for both the uniform and 

out-of-focus blurs. Finally, in sections 4.3 and 4.3, the implementation and some 

experimental results will be presented and the method performance is evaluated. 

4.1 The Maximum Likelihood Estimator 

The method of maximum likelihood is a very general method for parameter 

estimation. This method was developed by Fisher (1912) although the essential ideas go 

back to Gauss (1809) [7]. The basic idea is to construct a function of the data and the 

unknown parameters called the likelihood function (LF), then the estimate is obtained as 

the parameter value which maximizes this function. The LF is effectively the probability 

density function (PDF) of the observations [7,42]. 

Applying this concept to the case of image blur identification problem, and assuming 

that the models given by equations (2.17) and (2.24) represent an appropriate abstraction 

of reality, the blur identification problem becomes as the estimation of a parameter vector 

<1>, from the observed image r(m,n), defined as 

<1> = (<PI' <P2'···' <P MY 
= (h(i,j),c(k,l), a;, a;) 

(4.1) 

where, h(i,j) represents the blur function, c(k,l) are the coefficients of the ideal image 

model, a; and a; are the variances of the observation noise and modeling noise, 

respectively. The purpose of ML estimation procedures is to optimize the PDF of the 

observed image r(m,n) with respect to the unknown parameters, in other words, to find a 
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ct» which most likely produced the blurred image that was observed. We will now show 

the derivation of the ML estimator. 

Consider the image model given by (2.17) and the observation model (2.24). We 

may rewrite them in a matrix form, respectively, as 

s=Cs+w 

r=Hs+v 

(4.2) 

(4.3) 

where s , r, w, and v, are the original image, s(m,n), the observed image, r(m,n), the 

modeling noise, w(m,n), and the observation noise v(m,n); all of size (M x N), 

respectively, but represented in lexicographical order as vectors, and where C is the 

image model matrix and H is the degradation or blur matrix both of size (MN x MN). 

Lexicographical order of an image x of size (M x N) is a (MN xl) vector ordered as 

x = [x(l,1),x{1,2), ... ,x(M,N)r . We need now to find the PDFs of sand r which are 

needed for the formulation of the ML estimator. In order to do that, we use the following 

definition of multivariate joint Gaussian distribution. 

Definition 4.1: 

Let x be a k-dimensional Gaussian random vector with mean m and covariance 

matrix r, then the probability density function of x takes the form 

where 

1 1 
p(x) = ~ exp{--J(x)} 

(2n)klrl 2 

m = E[x] is a (k - dimensional) mean vector 

r = E[(x - m)(x - mY] is a (k x k) covariance matrix 

J(x) = (x - m)'r-1(x - m) 
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and I-I and t denote the determinant and the transpose of a matrix, respectively. 

To use this definition for finding the PDP of s, we notiCe that the driving process, 

or modeling noise, w in (4.2) is a homogeneous Gaussian distribution white noise 

process with zero mean and covariance matrix Q w = <1;1 (<1; > 0) and is uncorrelated 

with s. Hence, the PDP of s given the PDP of w and the model (4.2) is also a Gaussian 

of the form (4.4), Thus we may write the PDP of w as 

and the PDP of s as 
II-CI 1 p(s;C,Q )= exp{--st(I-C)tQ-1(I-C)s} (4.5) 

w ~(21r)MNIQwl 2 w 

where we have used w = (I - C)s from (4.2) 

and 
wtQ~lW = [(I - C)s r Q:1 (I - C)s 

= st(I_C)tQ:1(1 - C)s 

In a similar manner, we may write the PDP of the observation noise v using 

v = (r - Hs) from (4.3), as 

and the PDP of the observed image r, given the PDP of the observation noise v, the 

model (4.3), and the original image s, may be written as 

(4.6) 
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Note that this PDP is conditional on both the original image (denoted by r Is) and 

on the deterministic Hand Qv (denoted by r;H,Qv) [42]. Now, we may write the PDP 

of r in terms of all the parameters that need to be optimized by first substituting (4.2) into 

(4.3) to get 

r=Hs+v 
= H(I-crtw+v 

(4.7) 

Since r is a sum of two Gaussian processes, namely v and w, the PDF of r is 

also Gaussian with zero mean and covariance matrix P rr' and may be written using 

definition 4.1 as 

where 

p(r;<I» = p(r;H,C,Qv,Qw) 
11 , 

= ~(21t')MNIPrrl exp{-2rtP~:r} 

P rr = Cov(r;<I» = E[rr'] 

= E[{H(I-Crtw+vHH(I-crtw+v}'] 
= E[{H(I-crtw+ vH(H(I-Crtw), +v'}] 
= E[{H(I - Crtw}{H(I - Crtw}'] 

+E[v(H(I - Crtw)'] + E[(H(I - crt w)v'] + E[vv'] 

(4 .8) 

Because vand w are uncorrelated processes, the expected value of their product is zero, 

hence, the second and third terms vanish. Thus, 

(4.9) 

We note here that the structure of H and C is block Toeplitz [42]. However, if we 

consider the convolutions in the image model equation (2.9) and the observation model 

equation (2.24) to be circular, which effectively can be achieved using circular boundaries 
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as explained in section 2.9, then the block Toeplitz matrix can be approximated as block 

circulant matrix. Accordingly, PTT is block circulant. Also, we notice that all the matrices 

in (4.9) commute because they are related to convolutions [42]. Furthermore, PTT is 

positive definite if a; > 0 which is satisfied due to the presence of noise in the blurred 

image. 

Definition 4.2: 

The maximum likelihood estimator, denoted by <I> ml' of the parameter vector <I> is 

defined as [7,51,78] 

A • 

<I> ml = arg{ max .£ (<I»} 
t/lE~(4)) 

= arg{ max 10gp(r;<I»} 
t/lE~(4)) 

(4.10) 

where .£.(<1» denotes the log likelihood function of <1>, p(r;<I» denotes the a priori PDF 

of the observed image given <1>, and 9t( <1» specifies the range,of the parameters in <1>. 

Using this definition along with equation (4.8), we can write the likelihood function 

(LF) as 

.£. (<I» = log per; <1» 

= -(log(lp TTl) + rtP~;r} (4.11) 

A 

From which we can get the ML estimate, <I> ml' that maximizes ,this LF. 
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4.2 Blur Identification Based on a Continuous Spatial Domain 

Model 

In this section, we derive the equations for the ML estimator based on a 

continuous domain representation of the blur. As explained in section 2.4, blur 

formation can be modeled by a linear, space invariant system, equation (2.20), and the 

total observation model may be written in the continuous domain as 

r(x,y) = J h( 1}, ;)s(x -1},y - ;)d1}d; + v(x,y) (4.12) 
R 

where s(x,y) denotes the ideal image, h(x,y) is the PSF of the blur, R denotes the 

support of the PSF, and v(x,y) is the observation noise. Let us assume that the PSF 

can be expressed as a function of a small number of parameters, 8 = [lh (h. .... On] : 

h(x,y) = h(x,y;8) for (x,y) E 9t(8) (4.13) 

where 9t(8) denotes the support of the PSF. 

Substituting (4.13) into (4.12) and sampling (4.12) at the points 

(x,y) = (max,n..1y) , where ax and ..1y denote the horizontal and vertical sampling 

distances, respectively, we may write 

r(m,n) = J he;, 1};8)s(max - ;,n..1y -1})d;d1} + v(m,n) (4.14) 
~(e) . 

where (m,n) denotes discrete spatial coordinates, and r(m,n) are the observed 

samples of r(x,y) . 
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This is a more accurate model for the observation samples r(m,n) than the well-

known discrete spatial domain model given by equation (2.24), since the latter is valid 

only under the assumption that either the blur PSF or the image is bandlimitted as 

mentioned in section 2.4, i.e., the image at point (m,n) is affected by the values of a 

small neighborhood. Furthermore, this model enables us to obtain the ML estimate of 

the blur extent since we can differentiate with respect to a variable that appears in the 

integration limits. 

We make the following modeling assumptions: 1) the samples s(m,n) of the 

ideal image s(x,y) are a realization of a 2-D homogeneous Gauss- random field 

characterized by the following 2-D AR model 

s(m,n) = Lc(k,l)s(m - k,n -I) + w(m,n) (4.15) 
(k ,/)eS, 

where c( k, I) are the image model coefficients, Sc is the non symmetric half plane 

(NSHP) image model support, and w(m,n) is a zero mean white Gaussian noise with 

variance 0'; that is independent of the image, and 2) the observation noise v(m,n) is 

zero mean white Gaussian noise with variance 0';. Then the probability density 

function (PDF) of the observed image, r, is Gaussian, given by equation (4.8) as 

(4.16) 

where, r denotes a lexicographic ordering of the N x N samples of the observed 

image, and Prr denotes the covariance matrix of r. Note thatthe difference between 

equation (4.16) and (4.8) is the parameter vector e that represents the blur function in 

the continuous domain compared to h( i, j) of the discrete case. From equations (4.10) 

and (4.11), the ML estimate of the parameters involved is obtained by maximizing the 

LF given by 
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L(0,c(m,n), a;, a;) = -{log(IP"I) + rtP~;r} (4.17) 

The inverse of P" and the logarithm of Ip rrl always exist, based on the 

explanation to equation (4.9). However, the dimension of Prr is normally very large 

(N2 x N 2 where N is 128, 256, etc.), which makes it impractical to evaluate (4.17) 

directly. Thus, we can approximate the block Toeplitz matrix P" as a block circulant 

one, then the LF can be expressed in the discrete Fourier transform (DFf) domain as 

[Appendix B] 

L(0,c(m,n), a;, a;) = -{log(lprrl) + rtP~;r} 

= -{log[Il Srr(k,l)]+-4 I IR(k,lt} (4.18) 
k=l N k.l Srr(k,l) 

=-II(IOgSrr(k,I)+ \ IR(k,1)1
2

] 
kiN Srr(k,l) 

where k and 1 are integers corresponding to discrete frequency samples, R(k,l) is the 

N x N point DFT of r(m,n), and Srr(k,l) is the DFf of the autocorrelation function 

of the image (elements of one block of the autocorrelation matrix Prr) given as 

Prr(i,j) = E[r(m,n)r(m + i,n + j)] (4.19) 

The novelty of the present formulation is to use (4.14) in computing Srr(k,l) when 

evaluating the LF and its derivatives. As stated earlier in this section, this is an 

important contribution which makes it possible to obtain the ML estimate of the blur 

extent. First, we evaluate Prr(i,j) and then compute its DFT analytically. By 

substituting (4.14) into (4.19) we have (see Appendix B) 
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where Pss(x,y) = E{s(~, 1])s(~ + x, 1] + y)} is the autocorrelation function of the ideal 

continuous domain image s(m,n). Then, taking the DFf of (4.20), we have 

Srr(k,l) = DFT{Prr(i,j)} 

= r r h(~, 1])h(lfI,s)Sss(k,l) 
J9I(9)h(9) 

.exp[ - j 2; k(~ -lfI)]exp[ - j z: 1(1] - S) ]d~d1]dlfldS + a; (4.21) 

= IH(k,I)12 Sss(k,l) + a; 

where Sss(k,l) is the DFf of Pss(i,j) which denotes the samples of Pss(x,y), and 

H(k,l) denotes the samples ofthe continuous Fourier transform of h(x,y;8) given by 

H(k,l) = r h(X,y;8)exp(- j 27r kx)exp(-j 27r ly)tb:dY J9I(9) IV IV (4.22) 

The power spectrum of the ideal image Sss (k, I) can be obtained from the AR model of 

(4.15) (see Appendix B) as 

a 2 

Sss(k,l) = w 2 

1- L c(m,n)exp(- j z: km)exp(- j 2; In) 
(m,n)eS<D+ 

(4.23) 

In order to keep the number of unknowns low, we will estimate the conditional 

ML estimate of 8, where the conditional LF (CLF) will be denoted 

as .£(81 c( m, n), a; , a~). Thus, the parameters {c( m, n)}, a; and a~ will be estimated 

prior to blur identification. This procedure gives satisfactory results provided that we 

have a reasonable estimate of {c(m,n)}, a; and a! [63]. The vector 8 that 

maximizes the CLF can be computed from a set of equations obtained by setting the 
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derivatives of the CLF with respect to these parameters to zero. The derivative of the 

CLF with respect to OJ can be computed for i = 1,2, ... ,n from equation (4.18) as 

The computation of the expression (a / aO;)Srr(k,l) depends on the particular 

parametric form of the unknown PSF. Next, we will show how this is implemented 

for the two cases of linear motion blur and the out-of-focus blur. We will use the 

following relation in the derivation 

(4.25) 

where ~{.} denotes the DFf. Since we are dealing with only one parameter we use 

Case I: Linear Uniform Motion Blur 

We will show now how to compute (d / dO)S,,(k,l) for the case of uniform blur. 

The PSF for this type of blur is given by equation (2.28) as 

1 
h(x,y;E» =-, 

a 
for 0:5 x:5 a (4.26) 

where a represents the extent of the motion in one direction. Then the autocorrelation 

of the sampled observed image, using (4.20), can be written as 
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1 a a 

Prr(i,j) = -2 f f Pss(i - ~ + 1],j)d~d1] + D(i,j)a; 
a 00 

(4.27) 

The derivative of Prr(i,j) with respect to the unknown parameter a can be 

computed as 

~Prr(i,j)= -; JJpss(i-~+1],j)d~d1] 
da a 00 

+ -;] Pss(i - ~ + a,j)d~ + -;] Pss(i - a + 1],j)d1] 
a 0 a 0 

(4.28) 

Taking the DFT of (4.28) using (4.25) we get 

or 

d -2 a a [2n } 
-Srr(k,l) =-3 JJexp -j-k(~-1]) s/k,l)d~d1] 
da a 00 N 

=(~~( -2!! exp[ -jZ; ~k Jd~ XI! exp[ +jZ; ijk Jdij J 

+exp[ +j Z; ka]! exp[ -j Z; ~k Jd~ 

+exp[ - j Z; ka J! ! exp[ + /: ijk Jd+~ (k,l) 

~Srr(k,l) = .!.{-2IH(k, 1)12 + exp[j 2n ka]H(k,l) 
da a N 

+exp[ -j'; ka ]HO(k,l)}Sss(k,l) 
(4.29) 
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where we have used, from equation (4.22), 

H(k,l) = J (.!.)exp[-j 21C kxJdx. 
o a N 

For the uniform blur H(k,l) is computed as 

. 21C
k 

a 

( )
sm- -

H(k 1)= _ .21C k a - 1 N 2 
, j N 2 21C a 

-k­
N 2 

Case II: Out-of-Focus Blur 

(4.30) 

For the case of out-of-focus blur, the PSF for this type of blur is given by equation 

(2.30) as 

h(x,y;8) = {1C~2 ' 
0, 

if x 2 + i :5: R2 

elsewhere 
(4.31) 

where the parameter vector 8 in this case is equal to R, R is the radius of the 

support. Then the autocorrelation function of the sampled observed image using 

(4.20) is given by 

. . 1 R ~R2_~2 R ~R2_'I'2 

Prr(l,j) = (1CR2)2 J L~R2-e J L~R2_'I'2 
-R -R (4.32) 

'Pss(i - ~ + 1/f,j -11 + ~)d~d1/fd11d~ 
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Expressing this integral in polar coordinates, the derivative of P,,(i,j) with respect to 

the unknown parameter R may be written as 

(4.33) 

/1 

where, PssCrpr2' Op (2)=Pss Ci - rJ cos OJ + r2 cos 02,j - rJ sin OJ + r2 sin ( 2). We may 

now find ! S,rCk,l)by taking the DFf of (4.33) and using (4.22) and (4.25) to get 

~ S,,(k,I) = g{~ P,,(i,j)} 

= { ~IH(k,I)12 + ! Jo(~ R~e + 12 )cH(k,[) + H*(k,[»}Sss(k,l) (4.34) 

where H(k,l) for the out-of-focus blur can be computed as 

(4.35) 

and Jo (.) and JJ (.) are the zeroth and first order Bessel functions of the first kind, 

respectively. 
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4.3 Implementation of the ML Estimator 

In order to compute the CLF by using (4.18) and the corresponding derivative 

expression along with (4.24), one needs to know the values of the parameters 

{c(m,n)}, 0'; and O'~ . We will estimate the parameters {c(m,n)} and O'~ from the 

noisy image (taken as a prototype) using a least squares procedure. The observation 

noise, 0';, is estimated as the variance of a uniform region selected from the image. 

Using a simple gradient-based iterative optimization algorithm of the form 

(4.36) 

where the gradient of the likelihood function, V 6L(9), is given by (4.24) at the k-th 

iteration 

V L(O) = (}L(O) 
6 (}9 (4.37) 

and f3 controls the convergence of the iterations [42], the Conditional ML 

algorithm can be summarized as follows : 

1) Given {c(m,n)} and O'~ compute Sss(k,l) using (4.23). 

2) Use the parametric form of the specific PSF, namely (4.26) or (4.31) and set the 

parameter, 8, to some initial value. 

DO UNTIL convergence criterion is satisfied 

3) Compute IH(k,I)12 using (4.30) or (4.35) depending on the parametric form 

chosen. 

4) Given <1;, compute Srr(k,l) using (4.21). 

5) Compute the value of CLF using (4.18). 
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6) Compute the derivative of the CLF with respect to the unknown parameter 

using (4.24) and either (4.29) or (4.34), again depending on the parametric 

form chosen. 

7) Update E> using the gradient based numerical optimization technique (4.36). 

END UNTIL 

In the next section we will present some experimental results and the 

performance of the prescribed method. 

4.4 Experimental Results 

In this section, some experimental results are presented for the cases of linear 

uniform motion, out-of-focus, and angular motion. Also, the effect of image model 

support size, the noise sensitivity of this procedure, and the combined performance of 

the identification and restoration is discussed. The Restoretool package developed at 

the University of Rochester [83], will serve as the basis for these tests. This software 

package is designed for the monochrome case where several basic image processing 

functions are available. The following tests were performed on the "Man and House" 

image of Figure 4.1. The "Jets" image of Figure 4.12 will be used in the angular 

motion experiments. 

Case I: Uniform linear motion blur 

First we blurred the image with a uniform motion blur of extent a=lO in the 

horizontal direction and no noise was added, as shown in Figure 4.2. The computed 

values for the model coefficients and modeling noise were estimated using a least 
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squares procedure, as given in Table 4.1. Using the above algorithm, the negative of 

the conditional likelihood function, Figure 4.4, and its derivative were computed. As 

seen from the graph, the identified value of the extent a at which the negative of the 

likelihood function is minimum is approximately equals 10. Notice that this value is a 

global minimum of the LF. We restored the image using the identified parameter as 

a=lO, using the Wiener filter. The result of restoration is given in Figure 4.3. 

Next, we repeated the same experiment for a=lO and additive gaussian noise 

corresponding to 20 dB, as depicted in Figure 4.5. Table 4.2 shows the estimated 

values of {c(m,n)} and cr: . The values of the CLF and its derivatives as a function 

of the blur extent were computed. The identified value of the extent in this case is 

about 8.2, (see the minimum of the CLF in Figure 4.8). Using a rounded off value of 

the blur extent a=8.0, the restored image using the Wiener filter is shown in Figure 

4.6, while the restored image using the actual value of the extent a=lO is shown in 

Figure 4.7, for the sake of comparison. 
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Figure 4.1 The original" Man and House" image 
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Figure 4.2 The degraded image with linear uniform motion blur of 
extent a = 1 0 and no noise added. 

Figure 4.3 The restored image of Figure 4.2 using the identified 
parameter of a=10. 
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-1.483 

-1.484 

-1.486 

-1.487 

-1.488 

-1.489 

-1.49 

Table 4.1: The modeling coefficients c(k,l) 
and the modeling noise, 0'; ,as estimated 
from the blurred image Figure 4.2. 

c(k,l) k=l k=O k=-l 

1=1 -0.808 0.803 0.028 
1=0 0.976 

0'; =1.215 

-1.491 ~+-+--f--f--f--f--=F::q...q.:.-:¥--+--+--+-~ 
-N~-.:tV)I.Or--OOO\O-N~-.:tv) 

,.......c ....... ~ ~ ............. 

Blur Extent [a] 

Figure 4.4 The eLF for the case of blur extent a=lO and with no 
noise added. 
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Figure 4.5 The degraded image with linear uniform motion blur of 
extent a=lO and SNR=20 dB. 
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Figure 4.6 The restored image of Figure 4.5 using the identified 
parameter of a=8. 

Figure 4.7 The restored image of Figure 4.5 using the actual 
parameter of a = 10. 
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§ 
';:l 
t) = ::l 
~ 
"0 
8 
:S -(\) 

~ 
...J 

-0.0382 

-0.0384 

-0.0386 

-0.0388 

-0.039 

-0.0392 

-0.0394 

-0.0396 

-0.0398 

Table 4.2: The modeling coefficients c(k,l) 
and the modeling noise, a; ,as estimated 
from the blurred image Figure 4.5. 

c(k,l) k=1 k=O k=-1 
1=1 -0.815 0.794 0.032 
1=0 0.988 

a; =1.215 

-0.04 +-+-~I--i-+-+-+--+--+-+-+-+-+-t 
..... C'I('f)-.:tIrlI.Ot"--OOO'lO ..... C'I('f)-.:t1rl 

,...... ,...... ,...... ......-4 ,...... ,...... 

Blur Extent [a] 

Figure 4.8 The eLF for the case of blur extent a= 10 and 
SNR=20dB. 
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Case II: Out-of-focus blur 

For the case of out-of-focus blur, we have blurred the Man and House image 

with a circular disc of size R=7 , as given in Table 4.3 and added noise equivalent to 

40 dB SNR. The resulting image is shown in Figure 4.9, and the estimated values of 

{c(m,n)} and a: are given in Table 4.4. The eLF, Figure 4.12, and its derivative 

were computed as a function of R. The identified value for R is about 5.8. Again, 

this shows the performance of this method even in the out-of-focus case. The restored 

images using the approximated value of R=6.0 and the actual value of R=7.0 are 

shown in Figure 4.10 and 4.11, respectively. 
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" 
, "':~~;') } )1..(,. .,' < ~'"'--1\ """ 

Figure 4.9 The degraded image with out-of-focus blur size of R=7, 
and SNR=40 dB. 
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Figure 4.10 The restored image of Figure 4.9 using the identified 
parameter of R=6. 

Figure 4.11 The restored image of Figure 4.9 using the actual 
parameter of R =7 . 
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i 

Table 4.3 PSF for the out-of-focus blur with extent R =7 
The blurred image is shown in Figure 4.9 

h(i,j) 

3 

2 

1 

0 

-1 
-2 
-3 

j 
-3 -2 -1 0 1 

0 0.009138 0.02184 0.025674 0.02184 

0.00913 0.02595 0.02598 0.02598 0.02598 

0.02184 0.02598 0.02598 0.02598 0.02598 

0.02567 0.02598 0.02598 0.02598 0.02598 

0.02184 0.02598 0.02598 0.02598 0.02598 
0.00913 0.02595 0.02598 0.02598 0.02598 

0 0.00913 0.02184 0.02567 0.02184 

Table 4.4: The modeling coefficients c(k,/) 
and the modeling nOise, a; ,as estimated 
from the blurred image Figure 4.9. 

c(k,/) k=1 k=O k=-l 
1=1 -0.977 0.989 -0.004 
1=0 0.991 

a; =1.215 
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-0.0508 
-0.051 

-0.0512 
c:: -0.0514 0 .... ..... -0.0516 C) c:: 
::l -0.0518 ~ 
~ 
0 -0.052 0 

:S -0.0522 Q) 
~ -0.0524 ~ 

-0.0526 
-0.0528 

-0.053 

-Blur Extent [R] 

Figure 4.12 The eLF for the case of out-of-focus blur size of R=7, 
and SNR=40dB. 
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Case III: Angular linear motion blur 

We consider now the case of general linear angular motion where the object 

image has been blurred in a direction of an angle = r. For this case, the prescribed 

identification method can be modified to estimate the blur extent in two orthogonal 

directions. That is, given an image that is blurred in a diagonal direction, we first 

identify the horizontal (ax) and vertical (ay) blurs, then the resultant diagonal blur can 

be obtained using the simple geometrical relation a = ~(a; + a~). The angle 

r = - tan -1 [a;{] is needed to reconstruct the blur function for festoration. 

This procedure has been successfully tested in the "Jets" image of Figure 4.13. 

We first blurred the image with diagonal blur of extent a=1O at angle r= 45 degrees 

and added noise that is equivalent to 40 dB SNR, as seen in Figure 4.14. Next, we 

applied the identification procedure in both the x and y directions and recovered the 

parameters ax = 6.8 and ay = 6.7. The resultant extent a= 9.6 is of about 5% from 

the actual value and can be approximated by a= 10 to reconstruct the PSF for 

restoration. Figure 4.15 shows the result of restoring the blurred image with this 

value. 

The same experiment was repeated for the value of r = 37 degrees, a= 10, and 

SNR = 40 dB. The values obtained from the likelihood function were ax= 4.8 and 

ay= 8.3, and a= 9.6. The blurred and the restored images are shown in Figures 4.16 

and 4.17, respectively. 
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Figure 4.13 The original "Jets" image. 

89 



www.manaraa.com

Figure 4.14 The diagonally blurred "Jets" image of Figure 4.13 with 
a=10 at 45 degrees, and SNR=40dB. 
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Figure 4.15 The restored image of Figure 4.14 using the identified 
parameter of a= 1 0 in the 45 degrees direction. 
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Figure 4.16 The diagonally blurred "Jets" image of Figure 4.13 with 
a=lO at 37 degrees, and SNR=40dB. 
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Figure 4.17 The restored image of Figure 4.16 using the identified 
parameter of a=lO in the 37 degrees direction. 
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Effects of the Model Support Size 

As stated in section 2.3, the size of the model support does not constitute a major 

factor in image restoration settings [42]. We have experimented this fact with the 

identification technique as follows. First, the modeling coefficients of the blurred Man 

and House image, with a=lO and SNR=20 dB, of Figure 4.5 were computed for 

support sizes of k = 1 = 2 and k = 1 = 3 as shown in Tables 4.5 and 4.6, respectively. 

Using the identification procedure for those two models resulted in a very slight 

improvement. The identified values for the blur extent a were 8.2 and 8.3 for the 

support sizes of k = 1 = 2 and k = I = 3, respectively. The identified value for the case 

k = I = 1 was 8.2, as in Figure 4.8. Thus, a similar conclusion can be drawn from this 

experiment that the size of the model support is not very critical in both the restoration 

and identification settings. 
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c(k,l) 

1 = 3 
1 = 2 
1=1 
1=0 

Table 4.5 The Modeling coefficients estimated from Figure 4.5 
with support size k = 1 = 2 

c(k,l) k=2 k=1 k=O k=-1 k=-2 

1=2 -0.067538 0.096462 0.125406 -0.263961 0.10658 
1 = 1 0.663171 -1.406765 0.58482 0.273594 -0.085394 
1=0 -0.791694 1.768369 

a; = 2.612503 

Table 4.6 The Modeling coefficients estimated from Figure 4.5 
with support size k = 1 = 3 

k=3 k=2 k=1 k=O k=-1 k=-2 

-0.069618 0.223009 -0.161091 -0.203671 0.358262 -0.177479 

0.103621 -0.34927 0.280258 0.292175 -0.579464 0.289153 

-0.090839 0.822648 -1.459834 0.525525 0.343239 -0.148433 
0.110162 -0.991192 1.859833 

a; = 3.325469 
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Noise Sensitivity 

As reported in literature [42,47], the performance of the identification techniques 

with respect to SNR varies from one to another. For example, the expectation 

maximization method (EM) [44,97], performs satisfactorily for SNR above 20 dB, 

beyond which the method provides poor results. The least square method [85], seems 

to perform satisfactorily for SNR above 40 dB and breaks down for SNR below that. 

To test the performance of the technique at hand with respect to SNR variations, 

we have blurred the "Man and house" image with a linear uniform motion of extent a= 

10, and degraded it further with additive zero mean white noise with variances 

corresponding to SNR of 10, 15, 20, 30, 40, 50, and 60 dB. We applied the 

identification method to these blurred images and obtained different values for the 

extent a in Table 4.7. Next, we restored the images using those values as well as with 

the actual value of a= 10. Figures 4.19 - 4.28 show the blurred and restored images 

at different SNR for the actual and identified parameters. 

To incorporate the overall performance of identification and restoration, restored 

images are usually objectively evaluated using the following measure of improvement 

in SNR, aSNR ' as 

I[r(m,n) - s(m,n)f 
a = 10 log .;m,;.-n ------:-

SNR 10 ~[A( ) _ ( )]2 L.J s m,n s m,n 
m,n 

(4.38) 

where r(m,n)is the blurred image and s(m,n)represents the restored image using 

either the identified parameters or the actual one. Note that this evaluation can be 

studied for controlled experiments only since we have the original image s(m,n). The 

maximally achievable SNR improvement depends on the content of the image, the type 
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of the blur, and the SNR of the blurred image [42]. The values of aSNR obtained for 

the above experiments are given in Table 4.7. 

Conclusion 

From the above experiments, we observe that the parameters identified resulted 

In visually acceptable images. Also, the quantitative measures for the goodness of 

this estimation procedure prove its successful performance. These observations are in 

consistence with the results obtained by [63]. 

We observe from these results, that the method described in this chapter which is 

based on the continuous spatial domain model outperforms the other existing 

techniques, such as the one reported in [47], with regard to the noise factor. The noise 

sensitivity is tolerated for SNR levels above 20 dB at which the identified parameters 

are within 5% of the actual value. Moreover, the computation involved is much less 

than the one encountered in other techniques such as the EM method, for example. 

Secondly, we did not need to guess the extent ofthe blur to get the maximum of 

the LF, as done in other methods, but rather we used the minimum value of the 

negative of the LF over a wide range of the extent values to identify the blur extent. 

Moreover, the behavior of the LF over the given range provides the novelty of this 

method to get a global minimum, which other methods are shot,t to provide. 

In the next chapter, we will extend the identification method presented in this 

chapter to the case of multichannel images. 
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Figure 4.19 The degraded "Man and House" image with linear 
uniform motion blur of extent a = 10 and SNR= 10 dB. 
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Figure 4.20 The restored image of Figure 4.19 
(a) using the identified parameter of a=7.5, (b) using the actual parameter of a=lO 
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Figure 4.21 The degraded "Man and House" image with linear 
unifonn motion blur of extent a=1O and SNR=15 dB. 
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Figure 4.22 The restored image of Figure 4.21 
(a) using the identified parameter of a=7.8, (b) using the actual parameter of a=lO 
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Figure 4.23 The degraded "Man and House" image with linear 
uniform motion blur of extent a=lO and SNR=20 dB. 
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Figure 4.24 The restored image of Figure 4.23 
(a) using the identified parameter of a=8, (b) using the actual parameter of a=lO 
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Figure 4.25 The degraded "Man and House" image with linear 
unifonn motion blur of extent a=lO and SNR=30 dB. 
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Figure 4.26 The restored image of Figure 4.25 
(a) using the identified parameter of a=9.5, (b) using the actual parameter of a=lO 
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Figure 4.27 The degraded tiMan and House" image with linear 
uniform motion blur of extent a=1O and SNR=40 dB. 
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Figure 4.28 The restored image of Figure 4.27 
using the identified or actual parameter of a= 10 
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Figure 4.29 The degraded "Man and House" image with linear 
unifonn motion blur of extent a= 10 and SNR=50 dB. 
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Figure 4.30 The restored image of Figure 4.29 
using the identified or actual parameter of a=lO 
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Figure 4.31 The degraded "Man and House" image with linear 
uniform motion blur of extent a=lO and SNR=60 dB. 
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Figure 4.32 The restored image of Figure 4.31 
using the identified or actual parameter of a= 1 0 

111 



www.manaraa.com

Table 4.7 The improvement in SNR ,aSNR ,for the restored 
images using the identified blur extents and the actual one, a=lO 

SNR Identified aSNR 

(dB) blur extent Using identified extent Using actual extent 

1 0 7.5 3.4 3.61 
20 8.2 3.52 3 .82 
30 9.5 4.35 4.71 
40 9.8 4.9 5.15 
50 1 0 5.33 5.46 
60 10 5.54 5.68 
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CHAPTER 5 

MULTICHANNEL IMAGING 

So far we have discussed the identification and restoration for single channel or 

monochrome images. This familiar class of images is encountered in many real life 

applications. However, another category of images that is of similar or even more 

importance is multichannel images. There are tremendous uses and applications in many 

fields for multichannel images, mainly because they provide more information than the 

monochrome ones. 

Multichannel images refer to the data obtained from multiple sensors, time frames 

and sequences, and multiple spectral bands. For convenience, we will use the term 

multichannel to refer to images produced by imaging systems that use more than one 

sensor for the same scene. Although our formulation will emphasize and be applied to 

multispectral color images, it can be easily modified for other multichannel cases. 

Restoration and identification research in the single channel case has almost reached 

a saturation level. However, its counterpart in multichannel case has not gained that much 

of attention. Previous related work in restoration was concentrated on three main areas, 
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CHAPTER 5 

MULTICHANNEL IMAGING 

So far we have discussed the identification and restoration for single channel or 

monochrome images. This familiar class of images is encountered in many real life 

applications. However, another category of images that is of similar or even more 

importance is multichannel images. There are tremendous uses and applications in many 

fields for multichannel images, mainly because they provide more information than the 

monochrome ones. 

Multichannel images refer to the data obtained from multiple sensors, time frames 

and sequences, and multiple spectral bands. For convenience, we will use the term 

multichannel to refer to images produced by imaging systems that use more than one 

sensor for the same scene. Although our formulation will emphasize and be applied to 

multispectral color images, it can be easily modified for other multichannel cases. 

Restoration and identification research in the single channel case has almost reached 

a saturation level. However, its counterpart in multichannel case has not gained that much 

of attention. Previous related work in restoration was concentrated on three main areas, 
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namely, color correction due to imperfect recording [5,11,57,65,82], independent 

restoration of the channels or frames [5,8,11,27], and multichannel restoration techniques 

[9,20,27,33,58,59,87]. In all of these cases the issue of identification is not addressed. 

The identification of the blur parameters and overall restoration of color images will 

be the topic of the next chapter. However, in this chapter, we review some related issues 

to multichannel imaging systems. In the next section, we will review the nature of color 

imaging and the relation between the different color models. In section 5.2 the correlation 

between spectral channels and the estimation of AR multichannel image model parameters 

are presented. Finally, in section 5.3 we will review image restoration techniques in 

independent and multichannel domains. 

5.1 Nature of Color Images 

Color is an important feature and has many useful implidltions in image processing. 

One of these advantages is that color serves as a reliable descriptor in image segmentation, 

object recognition, and feature extraction. Also, the human eye can distinguish thousands 

of colors but only a few dozen gray levels; hence, more visual information. 

To the human eye, colors are visualized as the combination of different proportions 
; 

of the primary colors red, green, and blue. There are several models for color 

representation that are widely used in practice, depending on the specific application. 

Among them are the, RGB (red, green, and blue) , YIQ (luminance, inphase, and 

quadrature) , CMY (cyan, magenta, and yellow) , and HSI (hue, saturation, and intensity) 

models. The transformation between the different models can be easily obtained from 

their corresponding definitions. References [22,29,31,39,74] IJrovide the definitions and 

transformations between these models. 
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In our study, we will consider the RGB and YIQ models simply because they are 

frequently used in image processing and lend themselves to viewable display 

representation. Although the HSI representation is also suitabl~ for image manipulation, it 

has to be converted at the end to a visual domain such as RGB :or YIQ. The CMY model, 

which contains the three secondary colors, is oriented towards the design of color printing 

machines. 

5.1.2 The RGB Model 

In the RGB representation, different linear combinations of the primary spectral 

components, red, green and blue, constitute each color. This can be best understood if we 

can visualize the relation between colors, as represented in Figure 5.1. In this figure, it is 

assumed that the color values are normalized so that the cube is of unit size [22]. Black 

is located at the origin of the cube, white at the furthest corner from black and the line 

extending between them represent the gray scale. The color at C:U1y point P on or inside the 

cube is described by a vector extending from the origin and representing the different 

values of R, G, and B components. 

Color images are nonnally represented as three different planes or frames, one for 

each of the primary colors. Thus, in color image processing we extract each of these 

spectral frames, process them independently or in a multichannel fonnulation, and finally 

put them back in their combined representation for visual anci analysis purposes. Most 

visual systems and cameras used today utilize RGB representation, which makes this 

model suitable for image processing and display [22]. 
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B 

Cyan 
----------------~--- (0.1.1) 

Magenta 
(l.0.1) .... -----+---lL..--...... 

Gray scale 

(1.1.0) 

Figure 5.1 The relation between colors in the RGB domain. The color value at 
point P is the proportional combination of red, green,.' and blue. The gray scale 
extends between black and white colors. 
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5.1.2 The YIQ Model 

The YIQ (luminance, inphase, and quadrature) model is a transformed model from 

the primary RGB model, mainly for the purpose of efficient transmission. It is also used 

in color television broadcasting because it is compatible with monochrome reception. 

Experimental evidence [27], suggests that the Y component, luminance, contains the 

significant part (85-95 percent) of the visual informatioq in color imagery. The 

transformation between RGB and YIQ is defined as 

[ ~] = [~:~:: :~;;5 
Q 0.212 -0.523 

0.114 ][R] -0.321 G 
0.311 B 

(5 .1) 

By matrix inversion we can get the RGB components from the YIQ ones. 

One of the major advantages of the YIQ modeling is that the Y component can be 

easily decoupled from the I and Q components [27,22]. This procedure allows processing 
, 

the Y component alone, without affecting the color content; then adding the I and Q 

components for color visibility. As we will see later in this:chapter, this procedure is 

acceptable but has some drawbacks . 

. To illustrate the above discussion on color representation, we present the following 

examples. Figure 5.2 shows the original color image of a "Tank". The three primary 

planes or channels of red, green, and blue are extracted and shown in figure 5.3a-c, 

respectively. Next, the YIQ components were computed from their RGB counterparts 

which are shown in Figure 5.4a-c, respectively. Notice, as mentioned above, that the Y 

component has more definition about the image than the I and Q channels. These images 

will be used in the following sections for illustrating the identification and restoration 

techniques. 
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Figure 5.2 The original color "TANK" image. 
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(c) 

Figure 5.3 The extraxted primary color of the "TANK" image 
(a) Red, (b) Green, and (c) Blu~ 
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(b) (c) 

Figure 5.4 The extraxted spectral channels of the "TANK" image in the YIQ domain 
(a) Y (luminance), (b) I (inphase), and (c) Q (quadrature) 
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5.2 Correlation Between Channels 

In this section, we will discuss the correlation between channels or spectral images; 

since this factor contributes a major part in the performance of identification and 

restoration techniques, as we will see later in this chapter and the next chapter. Let us first 

consider the multichannel modeling proposed in section 2.7. The AR multichannel image 

model for the pth channel, equation (2.24), can be written as 

N 

sp(m,n) = LLcPq(k,l)s/m-k,n-l)+wp(m,n) (5.2) 
q=\ Rpq 

which can be expressed in a matrix form as 

s(m,n) = C's\(m,n)+w(m,n) (5.3) 

where s(m,n), S1(m,n), w(m,n) represent the lexicographical order of the 

corresponding vectors as 

(5.4) 

(5.5) 

(5.6) 

S\,q is the vector formed from the pixels that correspond to the coupling coefficients in the 

model support Rpq , for p = 1,2, ... , N, and C is the model parameters matrix. Note that 

the choice of the model support, Rpq , is as described in section 2.7 and Figures 2.4 and 

2.5. Such representation allows us to estimate the model coeffiCients for the multichannel 
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case. To do so, we will use the least squares method as described in [37,61,87], (see 

Appendix C). The model parameters may be estimated as 

C' = [E{s:(m,n)S,(m,n)}]-1 E{S:(m,n)S(m,n)} (5.7) 

and are estimated to minimize the trace of the matrix Q ww given by 

Q ww = E[{s(m,n) - C'S,(m,n)}{s(m,n) ~ C'S,(m,n)}'] (5.8) 

Thus, the procedure for estimating those parameters can be described as follows: 

1- Collect the pixel data over a representative data block, a sufficiently large region in the 

image or the whole image. 

2- Form a set of index pairs (k,l) corresponding to the unknown coefficients. 

3- Find the expectation, which is approximated by averaging the products over the data. 
~ 

4- Solve for the components of C directly from equation (5.7) .. 

5- Compute the fit error matrix Qww from equation (5.8) 

We should note here that, in practice, the original image is not available to estimate 

the model coefficients from. Thus, the given degraded image is used for this purpose as a 

prototype image representing a realization of the ensemble of images for this model. Also, 

the expectations in (5.7) and (5.8) are replaced by the sample averages over one 

realization. It has been shown by Trussel et al. [93] that the sensitivity of this 

approximation in computing the model coefficients is minimal using least squares 

estimation when compared to other techniques such as the periodogram and windowing. 

We have tested the least squares procedure, described above, for color images and 

estimated the AR multichannel model coefficients using the NSHP support model given in 

Figure 2.4. The liT ANK" image of Figure 5.2 was used for these experiments in both the 

RGB and YIQ domains described in the previous section. First, in RGB domain, the 

model coefficients were identified for each of the three chanqels independently and the 
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result is shown in Table 5.1. Next, the multichannel proceoure described above was 

applied to the same image and the result is given in Table 5.2. The same experiments 

were also repeated for the TANK image but now in the YIQ domain. The estimated 

parameters for the independent and multichannel estimation are given in Table 5.3 and 

5.4, respectively. 

From these tables, we observe that the use of multichannel AR model estimation 

reduces the fit error in the channels, given by Qww. For example, compare the values of 

a; in Table 5.1 with those of Table 5.2 for the green, blue, and red components, the 

multichannel ones are smaller than those estimated independently. In the YIQ domain, we 

observe that the correlation between channels is minimal and t~e major contribution of the 

modeling is accounted for from the Y component. This confirms the findings in the 

previous section. 

We will see next, and in the following chapter, the importance of incorporating the 

model parameters in the identification and restoration of multichannel images. 
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Table 5.1 The estimated AR model coefficients of the "TANK" image assuming independent RGB model. 

R G B 

0.11898 -0.32657 0.26746 
R 0.90343 

289.523 

0.11673 -0.32374 0.27462 
G 0.91145 

295.054 

...... 
~ 

0.12012 -0.34582 0.29016 
B 0.89954 I 

298.739 

The coefficients are arranged in this order 

Cl •l CO•l C-l •l 

cl•O 

a 2 
Wp 
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Table 5.2 The estimated AR model coefficients of the "TANK" image assuming multichannel RGB model. 

R G B 

0.10898 -0.30694 0.27702 0.0193 0.016624 0.00977 0.27613 -0.32761 0.11257 
R 0.91252 0.94932 0.93208 

256.815 32.559 30.416 

0.26072 -0.32779 0.11033 0.10294 -0.31231 0.28748 0.00569 0.023614 0.0227 
G 0.89538 0.9132 0.9536 

32.559 268.337 32.613 -N 
VI 

0.04138 -0.0074 0.04884 0.30545 -0.35096 0.14311 0.12602 -0.35298 0.3061 
B 0.90607 0.8915 0.91231 

30.416 32.613 270.523 

The coefficients are arranged in this order 
Cl,l CO,1 C-l,l 

cl,o 

a 2 
W D -_ .. -
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...... 
tv 
0"1 

Table 5.3 The estimated AR model coefficients of the "TANK" image assuming independent YIQ model. 

y I Q 

-0.13902 0.45198 0.27692 
Y 0.84203 

198.536 

-0.72351 -0.09762 0.01894 
I 0.34781 

31.208 

-0.07298 -0.13274 
Q 0.05291 

The coefficients are arranged in this order 
Cl ,l CO,I C-l ,l 

Cl ,o 

2 
(J'w

p 

0.07362 

25.618 
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...... 
N 
-.l 

Table 5.4 The estimated AR model coefficients of the liT ANK" image assuming multichannel YIQ model. 

y I Q 

-0.15631 0.59326 0.25632 -0.06538 0.08395 0.00439 0.27613 0.08532 
Y 0.86325 0.18321 0.08352 

249.863 12.672 

-0.05172 0.31132 0.03327 -0.81352 -0.11732 0.02315 -0.0119 0.02553 
I 0.09117 0.03552 0.00781 

12.672 41.571 

0.03519 -0.01428 0.0881 -0.1305 -0.05436 0.0315 -0.09328 -0.13325 
Q 0.05318 0.14421 0.06149 

10.893 15.562 

The coefficients are arranged in this order 
Cl,l CO,1 C-l,l 

cl,O 

(J"2 
W1' . 

-0.03183 

10.893 

0.16213 

15.562 

0.06734 

29.462 
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5.3 Independent and Multichannel Restoration 

In this section we review some of the techniques used in restoring multichannel 

images. Although our main objective is image identification, ~ in the single channel case, 

restoration is used in conjunction with identification for an overall evaluation of the 

combined process. Thus, we first discuss some of the available approaches in literature, 

namely, the independent and multichannel restoration. Then, in the next chapter we 

present the multichannel identification. 

5.3.1 Independent Restoration 

One approach to restore degraded multichannel images : is to deblurr each channel 

separately. Assuming that the PSF of the blur and the statistics of noise are known, one 

can apply the available techniques of monochrome restoration :to each channel or spectral 

component. Consider the formulation of a multichannel image as a lexicographical order 

of its N spectral components as 

s(m,n) = [sl(m,n) s2(m,n) (5.9) 

Then, the autocorrelation matrix can be computed as 

pll 
ss 

pl2 
ss 

piN 
ss 

p21 
ss 

p22 
ss 

p2N 
ss 

P ss = E[ss'] = (5.10) 

pNI 
ss 

pN2 
ss 

pNN 
ss 
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where each of the components Pi. is the correlation between the spectral components i 

and j. We note that, in general, the cross channel correlations are not the same since each 

channel is characterized by different properties. This means that Pss is not block Toeplitz 

matrix and can not be diagonalized by the DFT to be used in the restoration filter . 

However, each Pi. is a block Toeplitz as explained earlier in s~tion 4.2. 

In independent restoration, the channels are assumed to be uncorrelated, i.e. Pi. = 0 

for i *' j, and only the diagonal elements of equation (5.3) exist. Thus, each channel is 

treated as a single entity and restored individually. This procedure was used in several 

studies [5,11,27]. Obviously, it produced suboptimal restoration results due to the fact 

that there exists some correlation between channels. Techniques that overcome this 

problem is discussed next. 

5.3.2 Multichannel Restoration 

Several attempts are reported in the literature to overcome the suboptimality problem 

of independent restoration by incorporating the cross spectral information and treating the 

multichannel image as one entity [4,19,20,27,33,36,87]. We will discuss here the 

development of two famous filters, namely, Wiener and Kalman multichannel filters. 

Multichannel Wiener Filter Restoration 

Consider the observation model given by equation (2.26), which can be represented 

in lexicographic order as 

r=Hs+v (5.11) 
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Then, the linear minimum mean square error (LMMSE) solution that describes the 

Wiener filter and recovers the image from its degraded version can be extended from the 

single channel case, equation (3.6), and is given by 

(5.12) 

where s represents the restored image [19,20]. The problem with this formulation, 

however, is the inversion of the huge matrix, [HPssHt + Ow]l: For any practical image 

size, direct inversion is almost impossible. Note that the main factor that contributes to 

this difficulty is the correlation matrix given by Pss where the .cross spectral components 

are assumed to be incorporated. Taking advantage of the matrix structures in equation 
I 

(5.12), Galatsenos et al. [20] and Angelopoulos et al. [4] proposed simplifications that 

reduce the computation to iterative inversion of small-sized matrices. Recently, Ozkan et 

al. [59] proposed a simplified inversion algorithm where inversion of the NM2 x NM2 

matrix is reduced to inverting N x N matrices M times. Considering a multichannel 

image of size M x M and N channels, this algorithm produce a great reduction in 

computation. We have used this simplification algorithm to implement the multichannel 

Wiener restoration filter that will be used following the identification procedure of the next 

chapter. 

Multichannel Kalman Filter Restoration 

In a recent paper [87], the development of Kalman filter for the multichannel case 

was presented. Following the formulation of 2-D reduced update Kalman filter (RUKF), 

as explained in chapter 3, the multichannel Kalman filter can be easily extended in the 

following manner. 
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Let us first consider the AR multichannel image model given by equation (2.2S) and 

introduce its state representation of the N channels by stacking the state vectors of 

equation (3.8) for the 2-D Kalman filter. Next, we partition this state vector into a local 

vector, Sl (m,n), and a vector of the remaining elements, S2 (m,~), as defined in equation 

(3.16) of the RUKF. The resulting multichannel local state vector, assuming an NSHP 

model of order M, is given by 

S (m,n) = [ (m,n) s(m-I ,n) (m-M+I,n) 
I Sl' I ' .... 'Sl ' 

S
(m+M+I,n-l) s(m-M+I ,n-M) 
I , ... , I , 

S
(m,n) s(m-I,n) (m-M+I ,n) 
2 '2 ' .... 'S2 ' 

S
(m+M+I,n-l) S(m-M+I,n-M) 
2 , ... , 2 ' 

... , (S .13) 

... , 

S
(m ,n) S(m-I,n) S(m-M+I ,n) 
N 'N , .... , N , 

S
(m+M+I ,n-l) S(m-M+J ,n-M) ]' 
N , ... , N ' 

where s/m,n) is the state at location (m,n) of the i th channel. Thus, the AR multichannel 

image model can be expressed in state-space as 

s(m,n) - C s(m-I,n) + C s(m-I,n) + w (m n) 
I - 11 I 12 2 I' (S .14) 

Similarly, the observation model of equation (2.26) can be represented as 

r(m,n) = H:s~m , n) + v(m,n) (S.IS) 

Where the vectors r( m, n), and v( m, n) are the lexicographic orders of the corresponding 

terms in the N channels, and HI is given by 

Hl1 
I 

H12 
I 

HIN 
I 

H21 H22 H2N 

HI = I I I (S .16) 

HNI 
I 

HN2 
I 

HNN 
I 
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We may now write the RUKF multichannel Kalman filter equations as an 

extension of the monochrome case as the following sequence of operations: 

state prediction: 
s(m,n) - C s(m-I,n) + C s(m-I,n) 

I,b - II I,a 12 2,a 

error covariance prediction: 
u(m,n) = cu(m-I,n)ct + Q 

b a w 

Kalman gain: 
K(m,n) = u(m,n)H [Htu(m,n)H + (] r l 

I II,b I I II,b I V 

state update: 

s(m,n) = S(m,n) + K(m,n)[r(m,n) _ Hts(m,n)] 
I,a I,b I I I,b 

and, error covariance update: 
u(m,n) = [I _ K(m,n)H ]u(m,n) 

lI,a I I lI,b 

u(m,n) = [I _ K(m,n)H ]u(m,n) 
12,a I I \2,b 

Where 
Q w = E[w(m,n)wt(m,n)] 

{h,1I {h,IZ {h,IN 
{h,ZN = 

{h,Nl {h,NZ {h,NN 
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a = E[v(m,n)vt(m,n)] v 
(12 

vII 
(12 

V\2 
(12 

vIN 

(12 (12 (12 

= v21 v21 V2N 
(5.23) 

(12 
VN! 

(12 
VN2 

(12 
VNN 

and 

(5.24) 

This formulation of the multichannel Kalman filter is computationally efficient. To 

compute the Kalman gains, we need to invert the matrix (H:U~~:)HI + a
v

] of size 

N x N at each pixel, where N is the number of channels. Also, for the case of block 

diagonal blur function where Hfq = 0 for p *- q, the need for matrix multiplications in 

[Htu(m.n)H + a r l can be reduced to I lI.b I V 

(5.25) 

In the next chapter, we will also use this filter for restoring the multichannel images 

in conjunction with the identification results. 
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CHAPTER 6 

MULTICHANNEL BLUR IDENTIFICATION 

In the previous chapter, the blur characteristics described by its PSF are assumed to 

be known prior to the restoration procedure. In some practical,situations, this assumption 

may not be valid. In fact, in some other cases, the given blut PSF is far away from the 

actual one. Although multichannel restoration has been researched to some extent, 

multichannel identification has not, mainly because of its complexity and difficulty. 

Among the rare works in this area is that of Pavlovic et al. [62], where parameter 

identification was applied to multiframe image sequences. The purpose of this chapter is 

to develop a successful technique that can handle the identification issue in multichannel 

imaging. 

In this chapter, we propose a multichannel blur identifiqtion technique for images 

degraded by the two types of blur that are mostly encountered in practice, namely, 

uniform linear motion and out-of-focus blurs. The successful formulation used in the 

single channel case of chapter 4 will be extended to the multichannel case. Again, the 

advantage of using the continuous spatial domain model will be employed here. 
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CHAPTER 6 

MULTICHANNEL BLUR IDENTIFICATION 

In the previous chapter, the blur characteristics described by its PSF are assumed to 

be known prior to the restoration procedure. In some practical,situations, this assumption 

may not be valid. In fact, in some other cases, the given blut PSF is far away from the 

actual one. Although multichannel restoration has been researched to some extent, 

multichannel identification has not, mainly because of its complexity and difficulty. 

Among the rare works in this area is that of Pavlovic et al. [62], where parameter 

identification was applied to multiframe image sequences. The purpose of this chapter is 

to develop a successful technique that can handle the identification issue in multichannel 

imaging. 

In this chapter, we propose a multichannel blur identifiqtion technique for images 

degraded by the two types of blur that are mostly encountered in practice, namely, 

uniform linear motion and out-of-focus blurs. The successful formulation used in the 

single channel case of chapter 4 will be extended to the multichannel case. Again, the 

advantage of using the continuous spatial domain model will be employed here. 
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However, we should mention here that there is an important factor that needs to be 

incorporated in this extension, namely, the cross spectral interference. This degradation is 

additional to the one encountered in the single channel case. Identification and restoration 

have to include these factors for optimal solution; otherwise, the solution is SUboptimal 

and in some situations the results may become of no practical use. 

In the next section, we will show the formulation and derivations for multichannel 

identification. Based on the continuous spatial domain model, we will project the novelty 

and advantages of the single channel method of chapter 4 to the multichannel case. 

Finally, the experimental results for the proposed method of ide,ntification are presented. 

6.1 Formulation for Multichannel Blur Identification 
, 

Following the AR image and observation models formulations given in 
, 

[59,62,87,90], we consider here the multichannel modeling mentioned in section 2.7. 

The image and observation models for the pth channel are giv~n by equations (2.24) and 

(2.25) as 

N 

s/m,n) = LLcpq(k,l) sq(m-k,n-l)+.wp(m,n) (6.1) 
q=1 Rpq 

N , 

r/m,n) = L Lhpq(k,l) sq(m - k,n -1):+ v/m,n) (6.2) 
q=1 (k.l)eSh 

respectively, which can be written in a matrix form as 
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where, sp, r p' w p' and v p are the lexicographic order of the corresponding terms in 

equations (6.1) and (6.2), Cpq and H pq represent the appropriate ordering of the model 

and blur coefficients, respectively. Further, we may write the set of equations (6.3) and 

(6.4) in lexicographic orders to get 

s=Cs+w 

f=Hs+v 

(6.5) 

(6.6) 

where now, the NM2 x 1 vectors r,s,v, and w are the lexicographic order of sp, 

r p' w p' and v p' for ,p = 1,2, ... ,N and q = 1,2, ... ,N , respectively, and where C is the 

image model matrix and H is the degradation or blur matrix both of size (NM2 x NM2) 

having the following structure 

(6.7) 

cll 

(6.8) 

both H and C are block matrices. 

Following the procedure we used to derive the PDF of the observed image, we may 

now express the PDF of f , which is also Gaussian, as 

(6.9) 
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where now. the vector e represents the unknown parameters.; h;,/k.l),cij(m.n).C1;/J'C1:/ . 

and the covariance matrix Prr is structured as 

pll 
rr 

pIN 
rr 

p22 

Prr = rr (6.10) 

pNI 
rr 

pNN 
rr 

Elements of each block of P" are computed as 

(6.11) 

for i.j = 1.2 ..... N where N is the number of channels. Notic~ that Prr is not a Toeplitz 

matrix because of the structure of C where cross-spectral components are not the same in 

each channel. However. each block element of Prr is a Toeplitz matrix and p~ = [P~r]" 

We may now express Prr in terms of C and H as 

Prr = E[rrt] 

= E[{H(I-Crlw+v}{H(I-Crlw+vV] 
(6.12) 

which can be simplified as 

(6.13) 

6.2 Maximum Likelihood Estimator 

The maximum likelihood estimate is obtained by ma~imizing the LF given by 

definition (4.2). Using (6.9). (6.13) in that definition, dropping all terms independent of 

e and multiplying by 2. the ML identification problem can be expressed as 
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L(8) = -log{p(r;8)} 

= -{log(IPrrl) + rt p;,lr} 
(6.14) 

The parameters that maximize the LF can be obtained by equating all the partial 

derivatives of the LF to zero. However, this optimization problem is so extensive because 

of the number of unknowns involved. Therefore some simplifications are necessary. We 

will make the assumption that the model coefficients, cij(m,n) and a!/, are estimated 

using the least square procedure described in section 5.2. Also, the observation noise, 

a2 
, will be estimated as the variance of a uniform region in the different channels. Vu 

Further, we make the following practical assumption. We assume that the cross channel 

blur is not significant. This means that although the channels exhibit cross correlation, the 

contribution of the blur to this correlation is minimal or negligiple. The major contributor 

to the cross correlation is the image signal. Our experimental results demonstrate this. 

To be able to compute the conditional likelihood function, we make use of the 
I 

structure of Prr and apply the Toeplitz-to-circular approximation through the DFT 

(Appendix B) for each block element of Prr . Thus, the eLF can be written in the 

frequency domain as 

(6.15) 

Following the formulation in section 4.2, we first express the blur PSF as a 

function of parameters 8 = [ (h, (12. .... 9n] in the continuous domrun for channel p, as 

(6.16) 
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where 9t p(8) denotes the PSF support for channel p. The observed image in 

continuous domain can be written as 

'p(m,n) = J h/g, 1};8)s(max - g,ndy -1})dgd1} + V(m,n) (6.17) 
9t(9) 

by sampling at the points (x,y) = (max,ndy) , where ax and dy denote the horizontal 

and vertical sampling distances, respectively, (m,n) denotes discrete spatial coordinates, 

and rp(m,n) are the observed samples of rp(x,y). We may now write the 

crosscorrelation components, Pr r (i,j), as 
p q 

Pr r (i,j) = E[rp(m,n)rq(m + i,n + j)] 
p q 

= r r hp(g, 1})hq(VI,')Ps S (i -g + VI,j -1}+ ,)dgd1}dVld, (6.18) 
J 9tp (S)J9tq (9) p q . 

+o(i,j)a. a v p q. 

where PSpSq (x,y) = E{spCg, 1})s/g + x, 1} + y)} is the crosscorrelation function of the ideal 

continuous domain image s(m,n). Then, taking the DFT of (6.18), we have (See 

Appendix D) 

Sr r (k,l) = DFT{Pr r (i,j)} 
p q p q 

= r r h/g, 1})h/VI,')Ss S (k,l) 
J9tp (S)J9tq(S) p q 

. exp[ - j Z; k( g - VI) ]exp[ - j Z; I( 1} - ') ]dgd1}dVld' + a; 
= Ss S (k,I)Hp(k,I)Hq* (k,l) + av av p q p q 

(6.19) 

where Sr r (k,l) is the DFf of Pr r (i,j) which denotes the samples of P (x,y), and 
pq pq ~~ 

H/k,l) denotes the samples of the continuous Fourier transform of h/x,y;8) for the 

pth channel given by 
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H/k, 1) = J hp(X,y;s)exp(- j 2rr kx)exp(- j 2rr l~)dxdY 
9!p(9) N N . (6.20) 

Thus, the power spectrum for each channel reduces to 

Sr r (k,l) = Ss s (k,I)IHp(k,I)1
2 
+ 0'; 

p p p p p 

The key point here is to incorporate the cross-spectral relation and to include them 

in the computation of the power spectrum of the ideal image, Ss s (k,l), which can be 
I p q 

obtained from the AR model of (6.1) as (See Appendix D) 

0': + ~ ~ Cpq(m,n)Ss s (k,l) 
p L..JL..J pq 

S (k,l) = q,q"'-p(m,n) 
SpSp 2 (6.21) 

1- "LCPP(m,n) 
(m,n) 

where C
pq (k,l) are the DFf of the correlation coefficients computed as in section 5.2. 

Thus, for RGB color image the power spectrum for the red channel is computed using the 

power spectrum of the red spectral component and including the power spectra of the 

green and blue components. 

We need now to compute the derivative of the eLF for each channel as 

(6.22) 
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Here, the derivative of the power spectrum component, ~Sr r (k,I), can be 
a(). p p 

. I 

computed depending on the particular parametric form of the unknown PSF. These 

expressions are given by equation (4.29) for the uniform motion blur as 

a 
-Sr r (k 1)= a(). p p , 

I 

where Hp(k,l) for this form is given by 

. 2n k a 
H (k 1)=(- .2n k a - 1)SIn/i "2 
p' J N 2 2n a 

-k­
N 2 

For the out-of-focus blur, a~. Srprp(k,l) is given by equation (4.34) as 
I 

where in this case Hp(k,l) 
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6.3 Implementation of the ML Estimator 

The multichannel estimation procedure can be described by the following algorithm: 

1) Estimate {c pq (m, n)} and 0'; for the different channels using least squares procedure of 
I 

section 5.2. 

2) Estimate 0'; from a uniform region in the different channels 

3) Compute Ss s (k,l) using (6.21) and employing the cross spectral components. 
p p 

4) Use the parametric form of the specific PSF, namely (4.26) for uniform blur or (4.31) 

for out-of focus blur, and set the parameter, E>, to some initial values. 

DO UNTIL convergence criterion is satisfied 

5) Compute IHp (k,l)1
2 

using (6.24) or (6.26) depending qn the parametric form 

chosen. 

6) Given 0'; , compute S'p'p(k,l) using (6.21). 

7) Compute the value of CLF using (6.15). 

8) Compute the derivative of the CLF with respect to the unknown parameter using 

(6.22) and either (6.23) or (6.25). Again depending on the parametric form 

chosen. 

9) Update E> using a gradient based numerical optimizatiqn technique. 

END UNTIL 

In the next section we will present some experimental results and the performance 

of the prescribed method. 
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6.4 Experimental Results 

Using the above procedure, the following experiments were conducted using the colored 

images of "TANK" for uniform motion blur, and "TEXT" for out-of-focus blur. The 

original" TANK" image is shown in Figure 6.1. We blurred this image by a uniform 

motion of size a=lO and noise was added to represent SNR=40 dB, shown in Figure 

6.2. The identified parameter was computed without cross spectral correlation (Le. 

independent channels) and the blur extent was estimated about a=7.5 for each channel. 

The blur extent estimated by the above multichannel procedure, i.e. including the cross 

spectral component was estimated as a=9.1 in each channel. The restoration results 

using the estimated parameters of the two cases are shown in figures 6.3 and 6.4, 

respectively. We note here that we are dealing with PSF that is expressed as a function of 

one parameter. The identified parameter a was computed for each channel while 

including the cross-spectral components of the other channels. Clearly, since the 

channels were blurred with the same PSF, we should expect th~ estimated extent a to be 
I 

the same in all channels. 

The same experiments were repeated on the "TEXT" image for the out-of-focus blur 

case of size R=7 and SNR=40 dB. The original and blurred images are shown in 

Figures 6.5 and 6.6 ,respectively. The identified parameters were 5.1 and 6.2 for the 

independent and multichannel estimation, respectively. The restored images using the 

identified parameters are presented in Figure 6.7 and 6.8. 
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Performance of the method with noise 

We will experiment now the perfonnance of this method ,at different noise levels for 

both the uniform linear motion and the out-of-focus blurs. To do so, we blurred the 

"T ANK" image with a uniform motion blur of extent a = 10 and separately added 

Gaussian noise that corresponds to SNR of 10, 20, 30, 40, and 50 dB. Then, we 

estimated the blur extent using both the independent identification method and the 

multichannel approach described above. The results are show1,1 in Table 6.1. In a similar 

fashion, we repeated these experiments for the case of out-of-focus blur using the 

"TEXT" image with blur size R=7. Table 6.2 shows the results for this case. 

From the data in Table 6.1, we observe that the multichannel approach gives better 

results than the independent identification. Obviously, this improvement is due to the 

inclusion of the cross-spectral components in computing : the likelihood function. 

Although at low SNR levels the improvement is moderate, the fact that cross-spectral 

component incorporation produce better results is still valid. The same conclusion can be 

also drawn from the results in Table 6.2. 

To summarize, we may say that the novel approach outlined in this chapter is very 

useful in identifying blur extents of uniform motion or out-of-focus degradations and can 

be used satisfactory for SNR levels more than 20dB. This contribution is very important 

in the field of image restoration since there is no existing multichannel identification 

techniques that supply such results. 
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Figure 6.1 The original color "TANK" image. 
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Figure 6.2 The blurred "TANK" image with 
uniform motion blur of extent a=lO 
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Figure 6.3 The restored "TANK" image using the identified parameter 
of a =7.5 without using the cross-spectral information. 
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Figure 6.4 The restored" TANK" image using the identified paramter 
of a =9 and including the cross spectral correlation. 
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Figure 6.5 The original "TEXT" image. 
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Figure 6.6 The blurred region of the "TEXT" image with 
out-of-focus blur of extent R=7 and SNR=40 dB. 

Figure 6.7 Restoration result using the estimated parameter of 
R =5 which is identified without cross spectral correlation. 

EI Ire 
V'@ 

Figure 6.8 The restored image using the estimated parameter of 
R=7 which is identified including cross spectral correlation. 
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Table 6.1 The identified blur extents for the TANK image that is degraded by unifonn 
motion blur a=1O at different noise levels. The independent blur identification and the 
multichannel blur identification refer to estimating the blur from each channel without 
and with cross-spectral components, respectively. 

SNR Independent blur identification Multichannel blur identification 

(dB) Channel R Channel G ChannelB ChannelR Channel G ChannelB 

10 7.1 7 7.1 7.5 7.5 7.6 

20 7.2 7.3 7.2 8.2 8.1 8.1 

30 7.3 7.3 7.3 8.5 8.5 8.5 

40 7 .5 7.4 7.5 9 8.9 9 

50 7.8 7.8 7.9 9.3 9.3 9.4 
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Table 6.2 The identified blur extents for the TEXT image that is degraded by out-of-focus 
blur disk of size R=7 at different noise levels. The independent blur identification and the 
multichannel blur identification refer to estimating the blur from each channel without and 
with cross-spectral components, respectively. 

SNR Independent blur identification Multichannel blur identification 
(dB) ChannelR Channel G ChannelB Channel·R Channel G ChannelB 

10 4.5 4 .6 4.6 5 4.9 5 

20 4 .8 4.8 4.8 5.2 5.2 5.3 

30 5.1 5 5 5.7 5.8 5.8 

40 5.1 5.1 5.2 6.2 6.2 6.1 

50 5.3 5.2 5.3 6.3 6.2 6.2 
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CHAPTER 7 

SUMMARY AND FURTHER RESEARCH 
.: 

As a final chapter, we will give here a summary of our findings and contributions 

throughout this thesis. Also, we will conclude with some suggestions for further research 

in this field. 

7.1 Summary 

Image restoration and identification are two closely related processes that are 

extensively used in recovering images from their distorted versions. Initially, we 

reviewed and discussed some related research that has been done in this area. The 

importance of restoration and identification in the low-level stage of image processing was 

clearly established. Moreover, the necessity for studying 'the identification problem 

further, both in the single and multichannel cases, and the lack of research for this topic 
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was also outlined. As a result, we were motivated to make the emphasis of this study on 

blur identification for monochrome and multichannel images. 

In chapter 2, we discussed modeling aspects of the image, blur, and noise for both 

the single and multichannel cases. In practice, there is a :compromise between the 

accuracy and the complexity of the model. Following the leading research in this area, we 

found that the most successful models have represented t~e degraded image as an 

autoregressive process and the noise as a zero mean white Gaussian process. The blur 

representation is modeled according to the physical and/or geometrical description of the 

degradation. This modeling was extended to the multichannel case where the effect of 

cross-spectral information between the channels was incorporated. Also, some 

computational aspects of the power spectrum, observatipn noise, and boundary 

preprocessing were explained. 

As both restoration and identification are related in the overall performance, we have 

revisited and experimented with some restoration techniques. In chapter 3, we have 

shown that both the Wiener and Kalman filters produce acceptable results; however, the 

Kalman filter performance is better than that of the Wiener filter. In practice, the 

restoration filters are used with prior knowledge of the blur and noise. However, such 

knowledge may not be available and has to be extracted from lthe received image. Such 
I 

extraction of information is the main purpose of the identifica~ion techniques. We have 

discussed the identification problem in chapter 4. 

We showed that by modeling the blur in the continuous spatial domain, we can 

overcome some of the limitations in the discrete representation and the difficulties in 

evaluating the maximum likelihood function. Expressing , each of the two mostly 

encountered blurs in practice, uniform linear motion and out-of-focus blurs, as a function 

of one parameter, we were able to successfully identify the blur extent from the likelihood 
I 

function. We have also tested this method in angular linear motion and discovered that the 
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blur extent can be recovered by identifying the blur in the horizontal and vertical 

directions. 

Previous experimental evidence showed that the AR model support size is not critical 

in determining the performance of restoration techniques. Therefore, first order models 

are sufficient in most practical experiments. We have shown ~hat this is also true for the 

identification technique we used in this research. It was fo\md that by extending the 

support size to second or third order a very slight improvement was noticed. 

To test the performance of the identification technique with respect to the noise 

factor, we have performed several experiments for the same image and the same blur at 

different noise levels. Using a measure for improvement in the ,SNR, it was observed that 
'I 

this method outperfonned other existing techniques in its sensitivity to noise. 

The successfulness of the identification method in the single channel case led us to 

extend the technique to the multichannel case. We first reviewed some aspects of 

multichannel imaging in chapter 5. Color image modeling aI)d correlation between the 

spectral channels were discussed. The multichannel extension of the AR model was , 

derived and the correlation coefficients were evaluated. It was' shown that representation 

that included the cross-spectral components described the image model more accurately. 

The two famous restoration techniques, namely the Wiener 'and Kalman filters, were 

extended to include such modeling. 

The identification of multichannel images was discussed in chapter 6. We have 

extended the single channel approach to the multichannel :case using the modeling 

mentioned above. The likelihood function equations were derived where the cross-

spectral components were included. The experimental results showed that incorporating 

the cross-channel components produced superior results over identifying each channel 

separately. The perfonnance of this method was also tested with regard to noise effects. 

It has been observed that noise is a limiting factor for low , SNR levels for both the 
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independent and multichannel identification. However, multichannel identification 

produced better results at all SNR levels. 

7.2 Suggestions and Further Research 

In this section we will give some suggestions and directions for further related 

research. Unlike the field of restoration which has been extensively studied, the field of 

blur identification is still a wide area of research that has not been fully explored, as we 

mentioned earlier in chapter 1. Some of the interesting research areas in this regard are the 

following: 

Sequence of images 
The multichannel identification approach prescribed in this thesis can be applied with 

modification to image sequences that are related by a certain parameter, such as time. The 

corresponding restoration filter should employ this modification, too [59,62]. 

Alternative computation of parameters 

The estimation of the parameters in the likelihood function were computed 

throughout this thesis using the blurred image as a prototype~ An alternative approach 

would be to simultaneously minimize the likelihood function with respect to those 

parameters [47,42] . 

Combination of blurs 

The identification and restoration of images blurred by a combination of more than 

one type of blur is an important area that needs to be researched. This type of problem is 

encountered in some practical cases, e.g., taking the image of a moving object where the 

sensor is out-of-focus. This can be approached by expressing the combined effects of the 
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blur as one function. Also, the properties of the blur can be ' studied to see if it can be 

modeled as a linear combination, so that consecutive applications of the techniques can 

produce improved results. 

Other Noise Models 

Most of the restoration and identification methods assume additive Gaussian models 

for the noise. Other forms of noise, for example colored br multiplicative, may be 

applicable for certain situations. Thus, it would be of great importance to explore 

identification techniques for those cases [68]. 

Spatially varying images 

In some cases, images may have spatial variation within the image contents. 

Therefore, it is of interest to develop identification techniques ~at can handle such cases. 

The image may be segmented and the blur parameters can be identified by region, or by 

using adaptive approach that take into consideration spatial variation [30]. Also, multiple 

model-based Kalman filter approach as in [40], may be used for this type of problem. 

Artifact suppression 

Artifacts are undesired patterns that are exhibited by image restoration techniques. It 

is an area that has been researched in restoration independentlr of identification [43,86]. 

The performance of identification techniques in combination with regularized restoration 

can be developed and studied as in [98]. [100] proposes an approach for the multichannel 

case. 

Emerging techniques 

There is an increasing interest in employing emerging techniques, such as neural 

networks [18], fuzzy rule-based systems [15], and morphological methods [21], in image 
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processing. It would be useful to incorporate these approaches in identification and 

restoration of images. 
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ABSTRACT 

This research deals with the problem of identification and restoration of 

images. The field of image identification involves estimating the properties of an 

imperfect imaging system from an observed image prior to the restoration process, 

which is concerned mainly with the recovery or the original image from the 

corrupted one, given the properties of the imaging system. Thus, the two problems 

are related to each other in the sense that good restoration results depend on how 

accurate the identified parameters are to the actual situation. The purpose of this 

research is to investigate some novel identification ' techniques and their 

implementations in monochrome and multichannel image processing. 

Using the maximum likelihood estimation (ML) approach, the image is 

represented as an autoregressive (AR) model and blur is de,scribed as a continuous 

spatial domain model. Such formulation overcomes some major limitations 

encountered in other ML methods. It is shown that blur extent can be optimally 

identified from noisy images that are degraded by uniform linear motion and out-of-

focus blurs. Also, it is shown that angular linear motion can be recovered by 

identification in two orthogonal directions. The overall performance of this method 

in conjunction with restoration and noise sensitivity demonstrates its success. 
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Extending this approach to multichannel case, the image and blur are modeled 

to include cross-spectral and spatial components. Such components are inherent to 

multichannel imaging systems and degrade the image further. It is shown that by 

evaluating and incorporating those components in the identification and restoration 

techniques, the overall performance is improved significantly. Application of this 

method to color images and comparison to the independent restoration approach and 

other existing techniques are also investigated. The novelty of this approach in 

identifying the blur of multichannel images is a major contribution in producing visually 

acceptable results and is a significant step for higher processing levels. 
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ABBREVIATIONS 

For easy reference, we list the following abbreviations that are frequently used 

throughout this thesis: 

AR Autoregressive model 

ARMA Autoregressive moving average model 

ceo Charge coupled device camera 

CLF Conditional likelihood function 

CMY Cyan, magenta, and yellow components of a color image 

DFf 

PM 

FFf 

FP 

HP 

HSI 

LF 

LMMSE 

ME 

ML 

MMSE 

MVR 

NSHP 

PDF 

Discrete Fourier Transfonn 

Expectation Maximization method 

Fast Fourier Transform 

Full plane model support 

Half plane model support 

Hue, saturation, and intensity components of a color image 

Likelihood function 

Linear minimum mean square error 

Maximum Entropy 

Maximum Likelihood estimation method 

Minimum mean square error 

Minimum variance representation 

Nonsymmetric half plane model support 

Probability density function 
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RGB 

PS 

PSF 

RUKF 

QP 

SNR 

YIQ 

Red, green, and blue components of a color image 

Power spectrum of the signal or image 

Point spread function 

Reduced update Kalman filter 

Quarter plane model support 

Signal-to-noise ratio 

Luminance, inphase, and quadrature components of a color image 
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SYMBOLS AND NOTATIONS 

Unless otherwise stated, the following symbols and notations are used throughout 

this thesis as prescribed here: 

s(m,n) 

r(m,n) 

v(m,n) 

w(m,n) 

S ,r, w, v 

h(i,j) 

H(k,l) 

Hp(k,l) 

c(k,l) 

C(m,n) 

Cpq(k,l) 

H 

C 

H 

C 
s/m,n) 

r/m,n) 

v/m,n) 

Discrete samples of source or original image 

Discrete samples of received or observed image 

Discrete samples of observation noise with variance (J'; 
Discrete samples of modeling noise with variance (J'! 
Lexicographically ordered vectors of s(m,n), r(m,n), w(m,n), and 

v(m,n), respectively 

Degradation or blur function in discrete form 

DFf of the blur function h(i,j) 

DFf of the blur function for the pth channel 

Autoregressive model coefficients for the image 

DFf of the modeling coefficients c(k,l) 

DFf of the Multichannel modeling coefficients 

(MN x MN) degradation or blur matrix of h(i,j) 

(MN x MN) image model coefficients matrix of c(k,l) 

Multichannel degradation or blur matrix 

Multichannel image model matrix 

Discrete samples of source or original image for the pth channel 

Discrete samples of received or observed image for the p th channel 

Discrete samples of observation noise for p th channel with (J'; 
pq 

variance 
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Discrete samples of modeling noise for the pth channel with 0': 
pq 

variance 

s p' r p' v p' W p Lexicographic order of the corresponding vectors s p (m, n), r p (m, n), 

v/m,n), and wp(m,n) , respectively 

r, S, v, w 

cpq (k,l) 

hpq(k,l) 

!l(pq 

9t(CI» 

.L" (CI» 

() 

E> 

9t(E» 

Pss(i,j) 

Lexicographic order of r p' s p' v p' and w p' for ,p = 1,2, ... , N , 

respectively 

Support for image model coefficients 

Support for blur function coefficients 

Variance of observation noise 

Variance of modeling noise 

Covariance matrix for the modeling noise = 0';1 (0'; > 0) 

Covariance matrix for the modeling noise = 0':1 (0'; > 0) 

Variance of observation noise for the p th channel 

Variance of modeling noise for the p th channel 

Model coefficients coupling the pth and qth channel 

Blur coefficients for the pth channel 

Support of the multichannel blur function coefficients hpq(k,l) 

Support of the multichannel model coefficients cpq (k,l) 

Vector of parameters to be estimated 

Maximum likelihood estimator of the parameters vector CI> 

Range of the parameters in CI> 

Log likelihood function of CI> 

Parameter describing the severity of the blur function 

Vector of parameters describing the severity of the blur function 

Range of the support for the blur function 

Autocorrelation matrix of the original image s( m, n) 
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Sss(k,l) 

P,,(i,j) 

S,,(k,l) 

~S,,(k,l) 
a()j 

R(u, v) 

P" 
Pww 

P, , (i,j) 
p q 

S, , (k,l) 
p q 

E[e] 

IAI 
At 

A* 

u(m,n) 
b 

u(m,n) 
a 

Power spectrum of s(m,n) computed as the DFf of Pss(i,j) 

Covariance block matrix of the observed image r( m, n) 

Elements of one block of P" 

Power spectrum of r(m,n) computed as the DFf of P,,(i,j) 

Partial derivative of S,,(k,l) with respect to the parameter to be estimated 

DFf of the observed image r( m, n) 

Multichannel block covariance matrix 

Multichannel modeling noise matrix 

Multichannel observation noise matrix 

Autocorrelation components for the pth channel 

Power spectrum of the observed image for p th channel 

Zeroth and ftrst order Bessel functions of the ftrst kind, respectively 

Expected value of a random variable or process 

Determinant of matrix A 

Transpose of matrix A 

Conjugate of matrix A 

The state of an image at coordinate (m, n) 

Kalman gain computed for the state at coordinates (m,n) 

Predicted covariance matrices of the state at coordinates (m, n) 

Updated covariance matrices of the state at coordinates (m,n) 
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CONTINUOUS SPATIAL DOMAIN IMAGE IDENTIFICATION 

AND RESTORATION WITH MULTICHANNEL APPLICATIONS 

Umar A. Al-Suwailem 

Prof. James Keller, Dissertation Adviser 

ABSTRACT 

This research deals with the problem of identification and restoration of 

images. The field of image identification involves estimating the properties of an 

imperfect imaging system from an observed image prior to the restoration process, 

which is concerned mainly with the recovery or the original image from the 

corrupted one, given the properties of the imaging system. Thus, the two problems 

are related to each other in the sense that good restoration results depend on how 

accurate the identified parameters are to the actual situation. The purpose of this 

research is to investigate some novel identification ' techniques and their 

implementations in monochrome and multichannel image processing. 

Using the maximum likelihood estimation (ML) approach, the image is 

represented as an autoregressive (AR) model and blur is de,scribed as a continuous 

spatial domain model. Such formulation overcomes some major limitations 

encountered in other ML methods. It is shown that blur extent can be optimally 

identified from noisy images that are degraded by uniform linear motion and out-of-

focus blurs. Also, it is shown that angular linear motion can be recovered by 

identification in two orthogonal directions. The overall performance of this method 

in conjunction with restoration and noise sensitivity demonstrates its success. 
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Extending this approach to multichannel case, the image and blur are modeled 

to include cross-spectral and spatial components. Such components are inherent to 

multichannel imaging systems and degrade the image further. It is shown that by 

evaluating and incorporating those components in the identification and restoration 

techniques, the overall performance is improved significantly. Application of this 

method to color images and comparison to the independent restoration approach and 

other existing techniques are also investigated. The novelty of this approach in 

identifying the blur of multichannel images is a major contribution in producing visually 

acceptable results and is a significant step for higher processing levels. 

iv 



www.manaraa.com

LIST OF FIGURES 

Figure Page 

1.1 A priori restoration scheme. Knowledge about the image formation model, 
degradation, and noise is used in the restoration process . . . . . . . . . . .. 3 

1.2 A posteriori identification and restoration scheme. The image model, blur, 
and noise are estimated prior to the restoration. . . . . . . . . . . . . . . . . .. 4 

2.1 pth Order AR Model. ..................................... 19 

2.2 Four different model supports of first order for the case of k = l = 1 ....... 25 

2.3 Discrete image observation model ............................. 31 

2.4 Multichannel AR model supports. Case I: Rpq are NSHP, p,q = 1,2, ... ,N 
for N = 3 ................ " . . . . . . . . . . . . . . . . . . . . . . . . . . 34 

2.5 Multichannel AR model supports. Case II: Rpp are NSHP, and Rpq , 
p * q, are FP, p,q = 1,2, ... ,N for N = 3. . ................... 36 

2.6 PSF for a uniform motion blur ............................... 36 

2.7 Geometry of Out-of-focus blur model .......... ; ............... 39 

3.1 lllustration of the state definition for the image model. (a) The 1st order NSHP 
model support. (b) The corresponding state vector of size (N + 2) . . . . 47 

v 



www.manaraa.com

3.2 lllustration of the state definition for the blur function. (a) Support of 1 x 5 blur 
PSF. (b) The pixels that are included in the state vector ............ 48 

3.3 The partition of state vectors for RUKF implementation using 1st order 
NSHP model support .................. ................. 51 

3.4 The original" Man and House" image .......................... 53 

3.5 (a) The degraded "Man and House" image with linear uniform motion blur of 
extent a=lO and SNR=30 dB ........................... 54 
(b)The restored image of Figure 3.5a using Wiener filter .......... 55 
(c)The restored image of Figure 3:5a using Kalman filter .......... 55 

3.6 (a) The degraded "Man and House" image with Out-of-focus blur extentR=9 
and SNR=30 dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56 
(b)The restored image of Figure 3.5a using Wiener filter ........ .. 57 
(c)The restored image of Figure 3.5a using Kalman filter .......... 57 

3.7 (a) The degraded "Man and House" image with a 5x5 mask blur and 
SNR=30 dB. . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58 
(b )The restored image of Figure 3.5a using Wiener filter. . . . . . . . . . 59 
(c)The restored image of Figure 3.5a using Kalman filter. ......... 59 

4.1 The original" Man and House" image . . . . . . . . . . . . . . . . . . . . . . . . . . 77 

4.2 The degraded image with linear uniform motion blur of extent a=lO and 
no noise added . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . 78 

4.3 The restored image of Figure 4.2 using the identified parameter of a=lO ... 78 

4.4 The CLF for the case of blur extent a=lO and with no noise added ..... . . 79 

4.5 The degraded image with linear uniform motion blur of extent a=lO and 
SNR=20 dB ............... . ........ ~ . . . . . . . . . . . . . . . 80 

4.6 The restored image of Figure 4.5 using the identified parameter of a=8 .... 81 

4.7 The restored image of Figure 4.5 using the actual parameter of a=lO . . . .. 81 

4.8 The CLF for the case of blur extent a=10 and SNR=20 dB ... . ........ 82 
vi 



www.manaraa.com

4.9 The degraded image with out-of-focus blur size of R==7 and SNR=40 dB .. 84 

4.10 The restored image of Figure 4.9 using the identified parameter of R=6 ... 85 

4.11 The restored image of Figure 4.9 using the actual parameter of R=7 . ..... 85 

4.12 The eLF for the case of out-of-focus blur size R=7 and SNR=40 dB ..... 87 

4 13 Th " al" J t " . 89 . e ongm e s Image ........ . ...... . ... . ... . . ... .... . 

4.14 The diagonally blurred "Jets" image of Figure 4.13 with a=W at 45 degrees, 
and SNR=40dB ....... . ........................... . ... 90 

4.15 The restored image of Figure 4.14 using the identified parameter of a= lOin 
the 45 degrees direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91 

4.16 The diagonally blurred "Jets" image of Figure 4.13 with a=W at 37 degrees, 
and SNR=40dB ....................... . ....... .. ...... 92 

4.17 The restored image of Figure 4.16 using the identified parameter of a=W in 
the 37 degrees direction ................................ 93 

4.19 The degraded "Man and House" image with linear uniform motion blur of 
extent a=W and SNR=W dB . .. .. ..................... . .. 98 

4.20 The restored image of Figure 4.19. (a) using the identified parameter of 
a=7.5, (b) using the actual parameter of a=W ......... . ....... 99 

4.21 The degraded "Man and House" image with linear uniform motion blur of 
extent a=W and SNR=15 dB ..................... . ...... 100 

4.22 The restored image of Figure 4.21. (a) using the identified parameter of 
a=7.8, (b) using the actual parameter of a=W . . ............... 101 

4.23 The degraded "Man and House" image with linear uniform motion blur of 
extent a=W and SNR=20 dB .... . ........ . .............. 102 

vii 



www.manaraa.com

4.24 The restored image of Figure 4.23. (a) using the identified parameter of 
a=8, (b) using the actual parameter of a=lO .................. 103 

4.25 The degraded "Man and House" image with linear uniform motion blur of 
extent a = 10 and SNR=30 dB ...... . . . . . . . . . . . . . . . . . . . . . . 104 

4.26 The restored image of Figure 4.25. (a) using the identified parameter of 
a=9.5, (b) using the actual parameter of a=lO ................. 105 

4.27 The degraded "Man and House" image with linear uniform motion blur of 
extent a = 10 and SNR=40 dB ... . . . . . . . . . . . . . . . . . . . . . . . . . 106 

4.28 The restored image of Figure 4.27 using the identified or actual parameter of 
a=10 . ............................................ 107 

4.29 The degraded "Man and House" image with linear uniform motion blur of 
extent a=lO and SNR=50 dB ............................ 108 

4.30 The restored image of Figure 4.29 using the identified or actual parameter of 
a=10 ............................................. 109 

4.31 The degraded "Man and House" image with linear uniform motion blur of 
extent a=lO and SNR=60 dB ............................. 110 

4.32 The restored image of Figure 4.31 using the identified or actual parameter of 
a=10 ................ ............................. 111 

5.1 The relation between colors in the RGB domain. The color value at point P 
is the proportional combination of red, green, and blue colors . . . . . . . 116 

5.2 The original color " TANK "image . . . . . . . . . . . . . . . . . . . . . . . . . . . 118 

5.3 The extracted primary color of the "TANK" image. (a) Red, (b) Green, and 
(c) Blue. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 119 

5.4 The extracted spectral color of the "TANK" image in the YIQ domain. 
(a) Y (luminance), (b) I (inphase), and (c) Q (quadrature) .......... 120 

6.1 The original color" TANK" image ............ , ............... 145 

viii 



www.manaraa.com

6.2 The blurred "TANK" image with uniform motion blur of extent a = 10 . . . . 146 

6.3 The restored "TANK" image using the identified parameter of a=7.5 without 
using the cross-spectral information. . . . . . . . . . . . . . . . . . . . . . . . . 147 

6.4 The restored" TANK" image using the identified parameter of a=9 and 
including the cross spectral correlation.. . . . . . . . . . . . . . . . . . . . . . . . . . 148 

6.5 The original "TEXT" image ................................. 149 

6.6 The blurred region of the "TEXT" image with out -of-focus blur of extent R =7 
and SNR=40 dB ...................... . ............... 150 

6.7 Restoration result using the estimated parameter of R=5 which is identified 
without cross spectral correlation ........................... 150 

6.8 The restored image using the estimated parameter of R=7 which is identified 
including cross spectral correlation.. . . . . . . . . . . . . . . . . . . . . . . . . 150 

ix 



www.manaraa.com

LIST OF TABLES 

Table Page 

4.1 The modeling coefficients c(k,l) and the modeling noise G; , as estimated 
from the blurred image in Figure 4.2. . . . . . . . . . . . . . . . . . . . . . . . . 79 

4.2 The modeling coefficients c(k,l) and the modeling noise G; , as estimated 
from the blurred image in Figure 4.5. . . . . . . . . . . . . . . . . . . . . . . . . 82 

4.3 The PSF for the out-of-focus blur with extent R=7. The blurred image is 
shown in Figure 4.9 .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86 

4.4 The modeling coefficients c(k,l) and the modeling noise G; , as estimated 
from the blurred image in Figure 4.9 ......................... 86 

4.5 The modeling coefficients c(k,l) and the modeling noise G; , as estimated 
from the blurred image in Figure 4.5 with support size k = 1 = 2. . . . . . . 95 

4.6 The modeling coefficients c(k,l) and the modeling noise G; , as estimated 
from the blurred image in Figure 4.5 with support size k = 1 =3 . . ..... 95 

4.7 The improvement in SNR, aSNR ' for the restored images using the identified 
blur extent and the actual one, a = 10 ....................... .112 

5.1 The estimated AR model parameters of the liT ANK" image in the RGB 
domain, assuming independent channels . . . . . . ; . . . . . . . . . . . . . . .124 

5.2 The estimated multichannel AR model parameters of the liT ANK" image in 
the RGB domain ..................................... 125 

x 



www.manaraa.com

5.3 The estimated AR model parameters of the "TANK" image in the YIQ 
domain, assuming independent channels . . . . . . . . . . . . . . . . . . . . . .126 

5.4 The estimated multichannel AR model parameters of the "TANK" image in 
the YIQ domain .. .. ..... . ........ .. ...... . . . .... . .... 127 

6.1 The independent and multichannel identified blur extent for the "TANK" 
image that is degraded by uniform motion blur a = 1 0 at different noise 
levels ............................................. 151 

6.2 The independent and multichannel identified blur extent for the "TEXT" 
image that is degraded by out-of-focus blur of size R=lO at different 
noise levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .152 

xi 



www.manaraa.com

ABBREVIATIONS 

For easy reference, we list the following abbreviations that are frequently used 

throughout this thesis: 

AR Autoregressive model 

ARMA Autoregressive moving average model 

ceo Charge coupled device camera 

CLF Conditional likelihood function 

CMY Cyan, magenta, and yellow components of a color image 

DFf 

PM 

FFf 

FP 

HP 

HSI 

LF 

LMMSE 

ME 
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MVR 

NSHP 

PDF 

Discrete Fourier Transfonn 

Expectation Maximization method 

Fast Fourier Transform 

Full plane model support 

Half plane model support 

Hue, saturation, and intensity components of a color image 

Likelihood function 

Linear minimum mean square error 

Maximum Entropy 

Maximum Likelihood estimation method 

Minimum mean square error 

Minimum variance representation 

Nonsymmetric half plane model support 

Probability density function 
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RGB 

PS 

PSF 

RUKF 

QP 
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Red, green, and blue components of a color image 

Power spectrum of the signal or image 

Point spread function 
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Quarter plane model support 

Signal-to-noise ratio 

Luminance, inphase, and quadrature components of a color image 
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Unless otherwise stated, the following symbols and notations are used throughout 

this thesis as prescribed here: 
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c(k,l) 
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H 

C 
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Discrete samples of source or original image 
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Discrete samples of observation noise with variance (J'; 
Discrete samples of modeling noise with variance (J'! 
Lexicographically ordered vectors of s(m,n), r(m,n), w(m,n), and 
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Degradation or blur function in discrete form 

DFf of the blur function h(i,j) 

DFf of the blur function for the pth channel 

Autoregressive model coefficients for the image 

DFf of the modeling coefficients c(k,l) 

DFf of the Multichannel modeling coefficients 
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Multichannel degradation or blur matrix 

Multichannel image model matrix 
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Discrete samples of observation noise for p th channel with (J'; 
pq 

variance 
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u(m,n) 
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u(m,n) 
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CHAPTER 1 

INTRODUCTION 

Images are produced for the purpose of recording, di~playing, and analyzing 

useful information. Image processing is an essential and ,useful subject that has 

entered various fields in the real life today. It has important ~pplications in the areas 

of education, medicine, industry, military, etc. The field of digital image processing 

can be divided into the following categories [73]: 

1- Digitization and compression: Representing the iinage in a suitable and 

efficient format for further processing and manipulation. 

2- Enhancement, identification, restoration, and reconstruction: Upgrading and 

improving the distorted data by reducing artifacts and corruption. 

3- Matching, description, and recognition: Measuring properties and 

relationships between images or different parts of an image, and classifying image 

objects. 

The subject of this thesis deals mainly with the secon~ category, namely, blur 

identification and image restoration. The field of image restoration, sometimes 

1 
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referred to as image deblurring, is concerned with the construction or estimation of 

the original image from a corrupted one. Basically, it tries to perform an inverting 

operation that will produce an image that is "as close as possible" to the original one. 

In doing so, the restoration methods assume that the characteristics of the degrading 

system and the noise are known a priori. However, in practice, one usually has 

hardly enough knowledge to obtain this information directly from the image • 

formation process. The aim of the other related field, image identification, is to 

estimate the properties of the imperfect imaging system from the observed image 

itself prior to the restoration process [42]. Thus, the two problems are related to 

each other in the sense that good restoration results depend on how accurate the 

identified parameters are to the actual situation. 

The available literature indicates that the field of image restoration has gained 

much more attention than the field of identification. Although this is true for the 

monochrome case, neither of the two fields has adequately been studied in the 

multichannel case, i.e., the parameter identification and restoration of, say, color or 

multispectral images. In fact, there is not any comprehensive study today that 

discusses the identification process in the multichannel case. One of the main 

purposes of this research is to investigate some novel identification techniques and 

their implementations in the monochrome and multichannel image processing. 

1.1 Image Restoration 

The process of image restoration is the process of obtaining the original image 

from a distorted and noisy one. This process involves using a priori knowledge 

available about the original image, mainly the point spread function (PSF) and the 

2 
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APPENDIX A 

DEFINITIONS 

In this appendix we will give definitions for some of the mathematical terminology 

used throughout this study. 

Definition A.I: Toeplitz Matrix 

A matrix A is called Toeplitz if it has constant elements along the main diagonal and 

the subdiagonals, i.e., Q(m.n) = Qm-n' Thus, A has the following structure: 

Qo Q_I Q_2 Q-N+I 

~ Qo Q_I Q- N+2 

A= ~ (A. 1) 

Qo Q_I 

QN-I Q2 ~ Qo 
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Qo Q_I 

QN-I Q2 ~ Qo 
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Definition A.3: Circulant Matrix 

A matrix A is called circulant if each row (column) is a circular shift of the pervious 

row (column). A circulant matrix A should have the following. structure: 

ao a1 a2 aN-I ' 

aN- 1 ao a1 aN- 2 

A= aN- 2 (A.2) 

a2 aN- 1 ao ~ 

a1 ~ aN- 2 aN-1 ao 

Note that circulant matrices are Toeplitz but not vise versa. 

Definition A.4: Block Matrix 

A matrix A is called block matrix if its elements are matrices too, i.e. 

(A.3) 

If each element Aij has a dimension p x q , then A is called M x N block matrix of basic 

dimension p x q. However, if each Aij is a square matrix of dimension p x p then A is 

called M x N block matrix of basic dimension p . 
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Definition A.5: Block Toeplitz and Block Circulant Matrices 

A block Toeplitz matrix A is a block matrix whose elements are ordered in a 

Toeplitz form such that Ai,j = Ai_j 

Ao A_I A_2 
AI Ao A_I 

A= A2 Al Ao 

Similarly, a block circulant matrix A is a block matrix whose elements are ordered 

in a Toeplitz form such that Ai,j = A(j-il modulo N 

Ao AI A2 AN_I 
AN_I Ao AI A N- 2 

A= A N-2 AI Ao 

Ao AI 
AI A2 AN_I Ao 

We should know that although each block is in Toeplitz or circulant forms, A need 

not be Toeplitz or circulant with regard to the order of its blocks. If the order of the 

blocks in A is Toeplitz or circulant order, then A is called doubly Toeplitz or doubly 

circulant, respectively. 
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APPENDIX B 

DERIVATIONS OF EQUATIONS IN CHAPTER 4 

Frequency Domain Representation of the Likelihood Function: 
Equation (4.18) 

In section 4.2, the likelihood function in its spatial domain representation, equation 

(4.17), is expressed in the frequency domain, equation (4.18), for implementation 

purposes. In this appendix we show the derivation for this transformation. Consider the 

LF given by (4.17) as 

L(8,c(m,n), cr;, cr;) = -{log(IP"I) + r'P;}r} (B.1) 

The block Toeplitz autocorrelation matrix Prr is approximated by a block circulant matrix 

and then diagonalized by 2-D Fourier transform through the Nx N operator W defined 

as 

W = [w(O), w(l), ... , weN -1)] 
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where each of the components w(k) is describes the kernel of tl;1e transform as follows 

(k) = [1 j1p-k j1p-2k j1p-3k jlp-(N-l)k], w ,e,e,e, ... ,e (B.3) 

Thus, we may construct a matrix W that diagonalizes the block circulant matrix p" by 

arranging W in N rows and N columns so that the size of W is N 2 X N 2 [22]. 

Using the following properties of W 

I=WW- I 

W- I =_1 W. 
N 2 

IW W-1p rr I = IW-'p "Wi 
and (W-1p W)-t = W-1p -tw 

rr rr' (B.4) 

we may write (B.l) as 

(B.5) 

or 

We notice that the DFf diagonalization of the autocorrelation matrix p" results in the 

power spectrum 8", i.e. 8" = W-1p "W. Thus, (B.6) can be written as 

(B.7) 
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where Ris the Fourier Transform of r given by R = Wr. Since S"is a diagonal matrix, 

then its inverse is also a diagonal matrix with each element equals the reciprocal of the 

corresponding element of Srr' Thus, we may write the LF (B.7) as 

L 2 2 "'" ""'( 1 IR(k,l)1 (E>,c(m,n),(J'v'(J'w)=-£...£... log Srr(k,l) + 2 } 
kiN: Srr(k,l) 

(B.8) 

which is the same as equation (4.18). Note that the Srr(k,l)'s ar¢ the diagonal elements of 

Srr 

Autocorrelation and Power Spectrum Rep'resentation in the 
Continuous Domain: Equations (4.20) and (4.21) 

We will show here the derivations for equations (4.20) and (4.21). The 

autocorrelation Prr can be computed by substituting (4.14) into,(4.19) to get 

Prr(i,j) = E[r(m,n)r(m + i,n + j)] 
= E[{ If h( 'I',')s(mllx -'I',nlly - ,)d'l'd, + v(m,n)} 

R(8) (B.9) 

{If h(~, 1J)s(mllx + i -~,nlly + j -1J)d~d1J -: v(m + i,n + j)}] 
R(S) 

The products of the noise and signal terms drop because of independence between them. 

Thus, we end up with the following terms 

R(8) 

{If h(~, 1J)s(mllx + i -~,nlly + j -1J)dgd1J}] (B. 10) 
R(S) 

+E[v(m,n)v(m+i,n+ j)] 
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or 

PrrCi,j) = JJ JJ h(l/f,S)h(~, 1])Pss (i - ~ +l/f,j -1] + s)dl/fdsd~d1J} 
R(9) R(9) (B.ll) 

+8(i,j)(1; 

where we have used the definition of the autocorrelation of the original image as 

Pss(x,y) = E[s(~, 1])s(~ + x, 1] + y)] (B.12) 

To get the power spectrum equation (4.21), we take the DFf of (4.20), which is 

(B.ll) too, as follows 

Srr(k,l) = DFT[Prr(i,j)] 

= DFT[JJ JJ h(tf/,()h(g, 1])Pss (i - g +r,j -1] + () (B. 13) 
R R 

Using the definition of the power spectrum as Sss(k,l) = DFT[Pss(i,j)], we may write 

(B. 13) with the shift factor as 

R(9) R(9) (B.14) 

which can be written, using the separability property of the DFf, as 

Srr(k,l) = Sss(k,l)[{ JJ h( tf/, s)exp[ - j 2: kl/f]exp[ - j 2: ls]dl/fds} 
R(9) 

{ JJ h( ~, 1]) exp(j 2: k~] exp(j 2: 11] ]d~d1]}] + (1; (B.15) 

R(9) 
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We note that the first double integral is the transfer function of the blur and the second is 

its conjugate. Thus, we may write 
S,,(k,l) = Ss.(k,l)[H(k,l)H*(k,l)] + 0'; 

= Sss(k,l)IH(k,l)1
2 + 0'; (B.16) 

which is identical to equation (4.21). 

Power Spectrum of the Ideal Image: Equation (4.23) 

Equation (4.23) computes the power spectrum of the ideal image, S, as derived from 

the ideal image formation model equation, (4.15). We will give that derivation here. 

From equation (4.15), the ideal image formation model is "given by 

s(m,n) = Lc(k,l)s(m - k,n -I) + w(m,n) (B.17) 
(k,l)eSe 

We may write the autocorrelation function as 

PssCi,j) = E[s(~, 1])s(~ + i, 1] + j)] 

=E[s(~,7J){ Lc(k,l)s(~+i-k,1]+ j-l) 
(k,/)eSe 

+w(~ + i, 1] + j)}] (B.18) 

= E[ Lc(k,l)s(~, 7J)s(~ + i - k, 1] + j -I)] 
(k,/)eSe 

+E[s(~, 1])w(~ +i, 1]+ j)] 
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Since E[s(~, 7J)s(~ + i - k, 17 + j -I)] = Pss(i - k,j -I), and the last term in equation 
I 

(B.18) contributes only to the zeroth term ofthe noise autocorrelation (the autocorrelation 

is a delta function), we may write the previous equation in a simplified form as 

Pss(i,j) = Lc(k,I)Pss(i - k,j -I) + a;8(i,j) (B.19) 
(k,/)eS c 

Noting that the first term in the right hand side of this equation represents convolution in 

the discrete domain, then by taking the DFT of equation (B.19) and using 

Sss(k,l) = DFT[Pss(i,j)] we have 

Sss(k,l) = [ L c(m,n)exp(-j 2n km)exp(- j 2n In)]Sss(k,l) + a; 
(m,n)eSc N N 

(B.20) 

or we may get an identical expression to equation (4.23) as 

a 2 

Sss(k,l) = w 2 

1- L c(m,n)exp(- j 2n km)exp(- j 2n In) 
(m,n)eS

c 
. N N 

(B.21) 
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APPENDIX C 

DERIVATIONS OF EQUATIONS IN CHAPTER 5 

Least Squares Estimation of the Model Coefficients: Equations 
(5.7) and (5.8) 

The model coefficients can be computed using a least squares procedure as given in 

equations (5.7) and (5.8). We will show here the derivation for this approach. 

Consider the multichannel AR image model given by equation (5.3) as 
I 

(C.1) 

where s(m,n), st(m,n), w(m,n) and C are as defined in section 5.2. We now perform 

a least square fit over the whole image or over a representativ~ block of data, B. Then, 
" the estimated coefficients C can be computed as to minimize the error function given by 
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Q ww = L [s(m,n)-C's1(m,n)f 
(m,n)eB 

= L[s(m,n)f - 2C'S1(m,n)S(m,n) + [C'S1(m,n)]2 
(C.2) 

(m,n)eB 

Taking the gradient of Qww with respect to C and setting the it to zero, we have 

A 

-2 L s1(m,n)s(m,n) + 2C' LS1(m,n)S;(m,n) = 0 , 
(m,n)eB (m,n)eB 

or 
C' = [ LS1(m,n)S;(m,n)rl LS1(m,n)S(m,n) (C.4) 

(m,n)eB (m,n)eB 

If we regard the summations in this expression as expectation approximation, then 

equation (C.4) may be written as 

(C.5) 

and equation (C.2) as 

A A 
(C,6) 

= E[{s(m,n) - C's1(m,n)}{s(m,n) - C's1(m,n)}'] 

which are identical to equations (5,7) and (5.8), respectively. 

We note here that in the actual situation we have the observed image r(m,n) rather 

than the original one, s(m,n), which is not available. This raises the question of bias in 

the estimate of the model coefficients C. Kaufman, et al. [37], show that this can be 

corrected and compensated for by the following expression 

(C.7) 
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where N Brepresents the number of pixels in the data and Q v is the covariance of the 

observation noise. 
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APPENDIX D 

DERIVATIONS OF EQUATIONS IN CHAPTER 6 

Multichannel Power Spectrum of the Observed Image: Equation 
(6.19) 

In this section, we will give the derivation of equation (6.19) which describes the 

power spectrum of the ideal image in the multichannel case. Note that this is a 

generalization to the derivation in Appendix B. From equation (6.18) we have the 

autocorrelation components P, , (i,j) as 
p • 

P'p'q (i,j) = E[r/m,n)rq(m + i,n + j)] 

= J. J. h( g, 7J)h( tjI, ,)Ps s (i -g + tjI,j - 17 + ')dgd17d tjld' 
~p(e) ~q(e) p q . 

(D.1) 

Taking the DFT of this expression results in 
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S" (k,l) = DFT{P" (i,j)} 
p q p q 

= J9t (0J9t (0) h/g, 7J)h/1fI,') LLPSpSq (i -g + 1fI,j -1} + ') 
p q k I , 

.exp[ - j ~ k(i - g + 1fI) ]exp[ - j ~ l(j -1} + ') ]dgd1}d1fld' 
(D.2) 

which can be rearranged as 

Sr r (k,l) = r r hp(g, 1})hq ('I', ') ~ ~ Ps S (i,j)exp[-j 21C ki]exp[-j 21C lj] 
p q J9tp (9)J9tq(0) -ff p q N N 

.exp[ - j ~ k('I'- g)]exp[ - j ~ l(~ -7J)]dgd1}d1fld' + (Jvp (Jvq (D.3) 

Simplifying, we get 

S" (k,l) = Ss S (k,l){ r hp(g, 1})exp[j 21C kg]exp[j 21C lU]dgd1} 
p q p q J9tp(9) N N 

(D.4) 

Which reduces to 

Sr r (k,l) = Ss S (k,l)Hp• (k, l)Hq (k,l) + (Jv (Jv 
pq pq p q 

(D.S) 

as in equation (6.19) 
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Multichannel Power Spectrum of the Ideal Image, Equation 
(6.21) 

We will give here the derivation of equation (6.21) 

N 

sp(m,n) = LLcPq(k,l) sq(m - k,n -I) + wp(m,n) (D.6) 
q=\ Rpq 

We may write the autocorrelation function as 

PSpSp (i,j) = E[sp(~' 11)s/~ + i, 11 + j)] 

= E[sp(~' 7J){L Lcpq(k,l)sp(~ +i -k, 11+ j -1)+ w/~ +i, 11+ j)}] 
q (k.I)eS c 

=E[L Lcpq(k,l)s/~'11)s/~+i-k'11+ j-I)] 
(D.7) 

q (k.I)eS c 

which can be expanded as 

P
SpSp 

(i,j) = E[ LcP\(k,l)sp(~, 7J)s\ (~+ i - k, 11 + j -I) 
(k.I)eS c 

+ LcP2(k,l)s/~, 11)S2(~ + i - k, 11 + j -I) 
(k.l)eS c 

(D.8) 

+ LcPN (k,l)s/~, 11)SN(~ + i - k, 11 + j -I)] 
(k.I)eSc 

+E[sp(~' 11)wp(~ + i, 11 + j)] 
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Pss (i,j)=[ ~cPl(k,I)Pss (i-k,j-I) pp £..J pI 
{k,l)eSe 

+ ~ cP2 (k,I)Ps s (i - k,j -I) £..J p 2 
{k,l)eSe 

(D.9) 

+ LCPN (k,I)PspSN (i - k,j -I)] 
{k,/)eSe 

Taking the DFf of this expression, we have 

Ss S (k,l) = DFT[Ps s (i,j)] 
p p p p 

Ss s (i,j) = ~ CP1 (m,n)Ss s (i - m,j - n) 
pp £..J pI 

m,n 

:,.. ~ CP2 (m,n)Ss s (i - m,j - n) £..J p 2 
m,n (D. 10) 

+ L CPN (m,n)SSpSN (i - m,j - n) + C1~ 
m,n 

where 

LCpq(m,n) = DFT{ Lcpq(k,I)} (D.11) 
m,n {k,/)eS, 

Thus, we may express equation (D. 10), as in equation (6.21), as 

(D.12) 
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